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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction 
RAN1_112 made detailed agreements on CSI compression and in this contribution, we analyse RAN2 impacts due to these agreements.
2. Discussion
RAN1_112 agreement: 
	Agreement
The CSI prediction-specific generalization scenario of various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h, etc.) is added to the list of scenarios for performing the generalization verification.
· FFS various frequency PRBs (e.g., trained based on one set of PRBs, inference on the same/different set of PRBs)

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1-1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference, any specific model operates on multi-layers jointly.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 1-2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference, the model operates on multi-layers jointly. 
· FFS: input/output type
· Option 2 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is 
· Option 2-1: layer specific and rank common (different models applied for different layers; for a specific layer, the same model is applied for all rank values), or 
· Option 2-2: layer specific and rank specific (different models applied for different layers; for a specific layer, different models are applied for different rank values)
· Option 3 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is 
· Option 3-1: layer common and rank common (A unified AI/ML model is applied for each layer under any rank value to perform individual inference), or 
· Option 3-2: layer common and rank specific (different models applied for different rank values; for a specific rank, the same model is applied for all layers)
· Other options not precluded.



For option 1-1, UE may have rank 3 and /or rank 4 configured in good radio conditions only. Having a model per rank might be good for CSI accuracy.  But the side effect of configuring a model per rank will be the associated signalling to manage/maintain the model. At the same time, it may not achieve the optimum performance for compression if there are only 1 or 2 ranks configured. Similarly, for option 2, the side effect of configuring a model per layer will be the associated signalling to manage the model. On the other hand, unified AI/ML model such as option 1-2 and option 3 would provide less signalling to maintain the model.

Observation 1: With increased numbers of ranks/layers and having a model per rank/layer might increase accuracy of compression but might come with increased signalling to maintain a model. 

CSI compression data collection
RAN1_112 agreements on data collection for CSI compression:
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
Signaling for triggering the data collection



RAN1 agreement on assistance information for UE data collection mentions categorization in forms of IDs. This ID, in our understanding, could allow differentiating different types of data. As of now, it seems RAN1 scope is about associating an ID to a data being collected within a UE. If sharing of such data with the network is needed, then issues like privacy/user consent needs to be addressed.
Similar concerns may apply on classification of data based on an ID on the network side. In addition, network may need to share cell/site/hardware details. 
Observation 2: UE and network side may collect data and classify data based on IDs. Sharing of this data between entities may need further discussions on user privacy/consent. Similarly, network sharing its cell/site/network configuration may need further discussions. 
However, if inference is on UE side, then no transfer of collected data might be necessary. For data collection on gNB side, how would gNB understand the proprietary information needs to be resolved. Alternatively, the destination might always be a proprietary server and gNB would never comprehend. 
Observation 3: RAN2 to discuss how to handle proprietary information in the gNB/UE.

3. Conclusion
We propose RAN2 to discuss and confirm following observations:

Observation 1: With increased numbers of ranks and having a model per rank might increase accuracy of compression but might come with increased signalling to maintain a model. 
Observation 2: UE and network side may collect data and classify data based on IDs. Sharing of this data between entities may need further discussions on user privacy/consent. Similarly, network sharing its cell/site/network configuration may need further discussions. 
Observation 3: RAN2 to discuss how to handle proprietary information in the gNB/UE.
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