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1. Introduction
In RAN2#120 meeting, RAN2 concluded the following assumptions and agreements on AI/ML methods [1]:  
	8.16.2 	AIML methods 
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 



In RAN2#121, RAN2 further discussed AI/ML Model ID and AI/ML capability and concluded that [2]: 
	RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 



In this contribution, we continue to discuss aspects of AI/ML model identification, AI/ML functionality identification, and indication of supported models, functionality, and data collection/measurement capability.
2. Discussion
2.1 Indication of supported AI/ML models and functionalities
In RAN1#112 meeting, RAN1 discussed the UE reporting (indication) of supported AI/ML functionalities/functionality and AI/ML models for the UE-side models and UE-part of two-sided models [3]:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.



Based on RAN1 agreement, for UE-side and UE-part of two-sided models, the UE can indicate its supported models and/or functionalities using the following two options:

Option 1 (supported functionalities/use cases): 
(1) UE indicates to the network functionalities/ functionality (or use cases) supported by the UE. For example, a list of functionalities/use cases and information related to each functionality/use case, etc. 
(2) UE includes the list and/or information on supported functionalities/use cases in the AI/ML capability indication to the network.
Option 2 (supported models): 
(1) UE indicates to the network models supported (or available) by/at the UE. For example, a list of models supported (or available), models IDs, and information related to the models, etc. 
(2) UE includes the list and/or information on supported (or available) models in the AI/ML capability indication to the network.
Observation 1: For UE-side model and UE-part of two-sided models, there are two options to indicate the UE supported AI/ML models and functionalities to the network: 
· Option 1: For AI/ML functionality identification, the UE includes a list of supported functionalities (or use cases) in the UE capability report to the network.  
· Option 2: For AI/ML model identification, the UE may include the list of supported (or available) models in the UE capability report to the network
One question related to RAN1 agreement, is whether the UE can use both options (together)? Or need to select one option. In our understanding this could depend on the AI/ML deployment scenario. For example, assuming that the UE supports multiple AI/ML models for the same functionality (or a given use case), then the UE can use both options (together) to indicate the supported AI/ML models for that given functionality (or use case). 
Observation 2: the UE may use Option 1, Option 2, or both to indicate its supported (or available) models and functionalities to the network.
Moreover, the AI/ML capability report of the UE and the network may include the following information:
· Generic AI/ML capability, i.e. support for AI/ML operations and/or,
· Specific AI/ML capability, i.e. support for a functionality, use case, scenario, configuration, or service, etc. For example, the UE may indicate its capability to support the use case “positioning accuracy”.
Proposal 1: RAN2 to agree that reported AI/ML capability can indicate a generic AI/ML capability support and/or specific AI/ML capability (e.g. a functionality, use-case, scenario, and configuration).
2.2 Indication of AI/ML UE Measurement Capability
In our view, the UE measurement capabilities play a significant role in the management of data in AI/ML models’ LCM procedures. The quality of radio measurements (e.g., RSRQ) the UE can provide as data to an AI/ML model can vary significantly depending on factors such as, the UE model or UE category (e.g., Commercial device, REDCAP device or IoT device) etc. The measurement quality will directly influence the subsequent performance of the AI/ML model.
Observation 3: It is necessary to define UE Measurement capability reporting between the UE and network for some AI/ML models.
For AI/ML models that depend on training data collected by UEs (or Mobile Terminals (MT) or devices), some form of calibration of the data, depending on the UE/MT/device measurement capability will be required at data collection and processing. Thus UE measurement capability reporting between the UE and the network should be considered for these AI/ML models. This reporting could be based on a coarse categorisation of UE providing the AI/ML data (1 to 10, for example) or a much finer categorisation, depending on the requirements and UE reported data dependency of the AI/ML model. For example, this could be categorisation into a few broad categories (like high, mid or low accuracy), or it could be a more accurate numerical categorization, for example for the RSRQ measurements reported by the UE. This could contain a noise or error level of the RSRQ value, which could be indicated by a % error.
Proposal 2: RAN2 to introduce UE measurement capability reporting between the UE and network.
Proposal 3: RAN2 to discuss whether UE measurement capability is reported as a coarse categorisation or a finer categorisation or have both options to be selected, as per the requirements of the AI/ML model. 
3. Conclusion
In this contribution, we discussed the indication of supported functionalities (or use cases) and models as part of the UE and network reporting of AI/ML capability. Additionally, we presented the reporting of UE measurement capability to the network. This capability should be reported from the UE to the network, in a granularity that corresponds to the requirements of the AI/ML model (or AI/ML functionality or use case). The following are the observations and proposals in this document: 
Observation 1: For UE-side model and UE-part of two-sided models, there are two options to indicate the UE supported AI/ML models and functionalities to the network: 
· Option 1: For AI/ML functionality identification, the UE includes a list of supported functionalities (or use cases) in the UE capability report to the network.  
· Option 2: For AI/ML model identification, the UE may include the list of supported (or available) models in the UE capability report to the network
Observation 2: the UE may use Option 1, Option 2, or both to indicate its supported (or available) models and functionalities to the network.
Observation 3: It is necessary to define UE Measurement capability reporting between the UE and network for some AI/ML models.
Proposal 1: RAN2 to agree that reported AI/ML capability can indicate a generic AI/ML capability support and/or specific AI/ML capability (e.g. a functionality, use-case, scenario, and configuration).
Proposal 2: RAN2 to introduce UE measurement capability reporting between the UE and network.
Proposal 3: RAN2 to discuss whether UE measurement capability is reported as a coarse categorisation or a finer categorisation or have both options to be selected, as per the requirements of the AI/ML model. 
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5. Annex A (RAN1#112: selected agreements on AI/ML)

	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 




