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Introduction
In RAN1#110 meeting [1], RAN1 agreed an initial procedure of Life Cycle Management (LCM) as follows, to control and manage the whole life of the AI/ML based function enhancement. But the steps and the necessity of some components are not clearly defined now.
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


In the LCM procedure, some steps are tentative and some steps may have not been well defined. Therefore generally speaking, RAN2 could first discuss which steps can have some discussion in RAN2 for the specification impact aspect, and then the detailed content can be discussed based on RAN1 progress made at each meeting.
Since data collection and model transfer/delivery are discussed in separate sections, this contribution aims at some other model control purposes. 
· Model training and inference;
· Model monitoring and subsequent action(s);
· Model update;
· UE capabilities.
Discussion
0. Model training and model inference
From the view of simplicity, aspects of on-line/real-time training are deprioritized at current meeting, so offline training should be a starting point. This is due to the fact that offline training is more robust since more data and sufficient time are allowed for validation and test. In some cases, when AI/ML models are updated/fine-tuned periodically, they are still classified as offline training based on the relative time scale between inference and update. It is more suitable to assume offline training when we start the analysis of LCM. Based on the premise of offline training, the data collection can consider the framework with long report latency, e.g. to collect the data of many minutes/hours/days and then converge to a central node for model training.
Proposal 1: Take offline training as high priority for AIML model training.
The spec impacts on model training and model inference are mainly related with data collection for RAN2 point of view. In many cases the model training and the model inference mainly involve internal operation of the UE and/or the network, and the protocol/signaling impact may not be as much as some of the other LCM steps. 
The terminology of One-sided (AI/ML) model and Two-sided (AI/ML) model are defined to indicate whether a joint inference is performed by both the network and the UE, e.g. for CSI compression, a two-sided model is used. And besides the inference type, whether a joint training is performed by both sides is also discussed for specific use case. By deciding the model training/inference side(s), main structure and the necessary assistance information transmitted between UE and gNB can be identified for different LCM steps for different sub-use cases.
Observation 1: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Proposal 2: Detailed RAN2 protocol/signaling impact between UE and gNB for model training/inference should be studied on the model training/inference side(s) per sub-use case.
0. Model monitoring and subsequent action(s)
The involved RAN1 agreements in previous RAN1 meetings are:
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)
Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)


It is RAN2 agreement that a model is identified by a model ID, and RAN1 agree to support multiple AI models for the same functionality. Therefore, the RAN1 agreements can be concluded as two parts:
· Multiple AI models for the same functionality based on different model IDs is supported, and the model selection and switching may need procedure and assistance signaling transfer;
· Policy management function can be stayed in the UE or in the NW after monitoring. On one hand, the conditions to trigger different actions can be different, and the input parameters for Policy management function e.g. trigger criteria may need to be configured; one the other hand, the output of the Policy management function e.g. model switching/fallback/update may be informed to the other side. In a word, the configuration of monitoring parameters and the monitoring result/triggered action may need to be indicated to the other side.
For example, if model training is performed in the network side, and if the model inference and monitoring are performed in the UE side, the general procedures of network or UE decision can be as the figures below:


   
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Figure 1(a) Decision after monitoring by UE                Figure 1(b) Decision after monitoring by Network
Therefore, the procedure for model monitoring and the subsequent action(s) depends on the model monitoring side and in which side to decide the action(s) based on the evaluation of model monitoring.
Observation 2: The model monitoring/decision side(s) may largely impact the RAN2 specification for model monitoring and the subsequent action(s).
Proposal 3: Detailed RAN2 protocol/signaling impact between UE and gNB for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update should be studied on the model monitoring side and in which side to decide the action(s) per sub-use case.
0. Model update
RAN1#111 meeting made the definition of the model update and model parameter update:
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model


For the description of above definitions, the procedure of model update and model parameter update is a kind of model re-training or fine-tuning based on the updated data set. Thus, the spec impacts on model update and model parameter update are mainly related with data collection.
Proposal 4: From RAN2 point of view, the spec impacts on the model update and model parameter update are mainly related with data collection.
0. UE capabilities
AI/ML-based approaches are data-driven and rely on huge computation power at least for training. In general, deploying AI/ML model at network side should be simpler. Meanwhile, deploying AI/ML model at UE side is also possible and promising, but we need to be very careful in terms of UE capability. 
In case a UE supports AI/ML-based approaches, several levels of UE capabilities should be defined. The following aspects should be considered as a starting point:
· Hardware related capability
Hardware related capability mainly refers to the storage and computation power. They may be changed dynamically along with the time.
· Storage/buffering size
All the AI/ML models at UE side share the storage of UE hardware. The capability of storage/buffering size may impact: (1) the number of AI models that can be supported/configured to the UE, and (2) the size of each AI model that can be supported/configured. 
· Computation power 
All the AI/ML models at UE side share the computation power of UE hardware. The capability of computation power may impact: (1) the number of simultaneous activated AI/ML models, and (2) the inferring/training latency subject to a specific size of AI/ML model.
· LCM related capability
Some LCM procedures may be more ‘essential’ and should be supported anyway, e.g. model activation/deactivation. However, some other LCM operations may be more ‘optional’ and raise higher requirement to UE. 
· Capability of online training
Online training requires frequent update of deployed AI/ML model in real-time or near-real-time. This brings non-negligible burden to the UE in regard of computation and power consumption. It is more realistic to consider online training as an ‘optional capability’ for a UE supporting AI/ML-based approach.
· Capability of data collection for model training
At the initial phase, AI/ML model may be developed in offline manner, in which the training data is collected in advance. It is desired that a deployed AI/ML model can be updated/fine-tuned based on fresh data. It will be very beneficial if a UE supporting AI/ML-based approach has the capability of data collection, including, e.g. measurement, pro-/post-possessing, storage and reporting.
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z)
Due to the higher requirement storage and computation, AI/ML-based approach may need more hardware optimization than usual. If the downloaded model is based on some MRF rather than runtime image, it needs to be compiled before loaded into hardware. It is possible that a UE can only supports a proprietary model, but not the one downloaded from the network, even if the sizes and computation power between them are similar. Still, implementing downloaded AI/ML model from network may be important in some use cases, e.g. the network transfers an AI/ML-based encoder for CSI feedback to the UE to implement.
Although it may be a little too early to consider UE capability for now, we should keep it in mind throughout this study to strive for a practical AI/ML-based approach.
Proposal 5: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Hardware related capability
· Storage,
· Computation power.
· LCM related capability
· Capability of online training,
· Capability of data collection for model training,
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z).

Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
Proposal 1: Take offline training as high priority for AIML model training.
Observation 1: The deployed side(s) of model training/inference may largely impact the RAN2 specification for different sub-use cases.
Proposal 2: Detailed RAN2 protocol/signaling impact between UE and gNB for model training/inference should be studied on the model training/inference side(s) per sub-use case.
Observation 2: The model monitoring/decision side(s) may largely impact the RAN2 specification of assistance information transfer.
Proposal 3: Detailed RAN2 protocol/signaling impact between UE and gNB for model monitoring and the subsequent action(s) e.g. model selection, activation, deactivation, switching, fallback and update should be studied on the model monitoring side and in which side to decide the action(s) per sub-use case.
Proposal 4: From RAN2 point of view, the spec impacts on the model update and model parameter update are mainly related with data collection.
Proposal 5: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Hardware related capability
· Storage,
· Computation power,
· LCM related capability
· Capability of online training,
· Capability of data collection for model training,
· Capability of implementing downloaded AI/ML model (i.e. collaboration Level z).
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