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Introduction
Based on the email discussion#054 [1] after RAN2#120 meeting, the data collection should mostly focus on the following LCM purpose:
· model monitoring and, 
· model training.
For this, RAN2 should then analyses whether existing methods could be (re)used or extended, or whether there is a need for new methods. 
In this contribution, first we intend to further analyses the usability of existing frameworks for different use cases, and then the data collection content of RAN1 agreements are listed to assist the analyses.
Discussion
0. Discussion about existing frameworks
In the offline discussion#025 [2] during RAN2#121 meeting, a table on existing data collection framework analysis is agreed as a starting point for subsequent round discussion, and the table can be added with more columns if needed later, modify, add rows etc. The table covers the metrics analyses of Involved Network entity, RRC state to generate data, Max payload size per reporting, Contents to be collected, End-to-End report latency, Report type and Security/Privacy for the existing frameworks of both L1 and L3 measurements, which including:
· Logged MDT;
· Immediate MDT;
· L3 measurements;
· L1 measurement (CSI reporting);
· UAI;
· Early measurements;
· LPP.
Since for different LCM steps of model training and model monitoring, the data collection content and the required latency may be different, respective framework may be used.
Logged MDT
Logged MDT is a non-real time report based on UE recording of the cell/beam measurement results for a long time, e.g. 2 hours. It can be an appropriate mechanism to collect large information in the UE and then send to the network side. Logged MDT is introduced based on the Trace mechanism in LTE R10, so the trace relate index such as traceReference and traceRecordingSessionRef is mandatory configured in the logged MDT configuration. Even the measurement result collected by the logged MDT can be utilized by the gNB node, the results should still be sent to the OAM collection entity of TCE. Moreover, the logged MDT can only be performed in IDLE/INACTIVE mode, and the logged MDT in CONNECTED mode is not support since in LTE.
Observation 1: Logged MDT cannot be performed in CONNECTED mode now, and the trace related ID is mandatory in the configuration and reporting.
Observation 2: Logged MDT can be used for offline model training based data collection if the conditions as below can be satisfied:
· Support of CONNECTED mode logged MDT;
· Allowed by OAM to use MDT to collect AI related data besides the existing MDT results.
Immediate MDT and L3 measurements
The differences between these two frameworks are:
1) Immediate MDT needs UE to best effort report the location information besides the L3 RRM measurement result;
2) Immediate MDT also needs to be performed under the trace framework, i.e. the collected data from UE needs to be sent to TCE by the gNB.
Immediate MDT and L3 measurements can be performed in CONNECTED mode which seems more appropriate to real-time or low latency data collection. So these two frameworks maybe used for transmitting the data for model monitoring. L3 RRM measurement is used for HO decision which has higher latency requirement, so if the size of data transmitted in the air-interface is large, to report the AI related data with RRM measurement result is unacceptable. 
Observation 3: Immediate MDT and L3 measurements can be used for model monitoring based data collection if satisfying the conditions as below, respectively:
· For L3 measurements, the transmitted data size should be limited;
· For Immediate MDT, allowed by OAM to use MDT to collect AI related data besides the existing MDT results.
L1 measurement (CSI reporting)
L1 measurement result is based on UCI with explicit format. Due to the resource limitation, the UCI may not carry large amount of raw data for model training input e.g. Precoding matrix, CIR, PDP. So for offline training which may needs large size data transmission but is not time-sensitive, L1 measurement is not appropriate, and the L3 measurement report can cover the requirement. But to perform model monitoring, the information may need to be sent to the network side immediately, the L1 measurement can be used. 
Observation 4: L1 measurement can be used for data collection of time-sensitive model monitoring.
UAI
UAI is up to UE implementation when to report. The UAI message may be sent to the network if it was configured to do so, or upon some criterion for a UE is met. The message itself can be considered to send anything the network interest. Since the configure and report method is flexible, it can be used for the data collection of offline model training,
Observation 5: UAI can be used for model training based data collection.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Early measurements
Early measurements can only be performed in IDLE or INACTIVE mode and the result can be reported in CONNECTED mode. The UE should send available indicator to the gNB and wait for the network request. The mechanism in air-interface is similar as logged MDT. But this mechanism does not need OAM configuration. But since the early measurement should be performed in IDLE/INACTIVE mode which does not match the current 3 use cases, this framework can be de-prioritized.
Proposal 1: De-prioritize early measurements for AIML based data collection.
LPP
For the use cases of CSI feedback enhancement and for beam management which are terminated at gNB node at network side, other frameworks involving both UE and gNB can be utilized. But for the case 1/2a/2b which involves UE reporting for positioning accuracy enhancement use case, the gNB can be transparent for the data transmission between UE and LMF, so to extend current LPP specification is a simpler and easier way to transmit the AI related data. Furthermore based on the same reasons, for the case 3a/3b, to extend current LPPa specification could be considered.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]Observation 6: LPP specification can be extend for positioning accuracy enhancement case 1/2a/2b, and LPPa specification can be extend for case 3a/3b, for both model training and model monitoring.
In summary, a table below illustrates the appropriate frameworks which can be taken by RAN2 as high priority by our understanding:
	Use case
	LCM purpose
	Solution of layer
	Framework

	CSI feedback enhancement / beam management
	offline model training
	L3 solution
	Logged MDT, UAI

	
	model monitoring
	L1 solution
	L1 measurement

	
	
	L3 solution
	Immediate MDT, L3 measurements

	positioning accuracy enhancement
	model training / monitoring
	L3 solution
	LPP for case 1/2a/2b
LPPa for 3a/3b


Proposal 2: RAN2 takes Logged MDT and UAI as high priority for the data collection of offline model training, for CSI feedback enhancement and beam management use cases.
Proposal 3: RAN2 takes L1 measurement (L1 solution) or Immediate MDT/L3 measurements (L3 solution) as high priority for the data collection of time-sensitive model monitoring, for CSI feedback enhancement and beam management use cases. Whether L1 or L3 solution should be used can be finally decided based on e.g. RAN1/RAN2 joint discussion.
Proposal 4: RAN2 takes LPP specification for case 1/2a/2b, and takes LPPa specification for case 3a/3b, for the data collection of both model training and model monitoring of positioning accuracy enhancement use case.
0. Data collection per use case
2.2.1	For CSI feedback enhancement
For CSI feedback enhancement, two sub use cases i.e. spatial-frequency domain CSI compression using two-sided AI model and time domain CSI prediction using UE sided model are selected as representative sub-use case in RAN1. RAN1 has agreed to defer potential specification impact discussion for time domain CSI prediction using UE sided model sub use case. Therefore, we will discuss data collection for CSI feedback enhancement focus on spatial-frequency domain CSI compression using two-sided AI model sub use case.
In RAN1#112 meeting, RAN1 had agreed that for CSI compression using two-sided model use case, RAN1 will further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least the follow.
	· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection


RAN1 had agreed also that for CSI compression using two-sided model use case, RAN1 will further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least the follow.
	· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection


Based on RAN1’s agreement above, for UE side data collection, maybe RAN2 needs further consider the delivery of enhanced CSI-RS configuration and the assistance information (e.g. for categorizing the data). For NW side data collection, the delivery of enhanced SRS/CSI-RS configuration and the ground–truth CSI need to be considered.  Actually, more discussion is needed for UE side data collection and NW side data collection in RAN1. RAN2 needs to wait for RAN1’s more progress on this issue.
Proposal 5: For data collection in CSI compression, RAN2 further consider the delivery of enhanced CSI-RS configuration and the assistance information for UE side data collection, and the delivery of enhanced SRS/CSI-RS configuration and the ground-truth CSI for network side data collection.
[bookmark: _Ref111129927][bookmark: OLE_LINK1][bookmark: OLE_LINK2]2.2.2	For positioning accuracy enhancement
For positioning accuracy enhancement, 5 cases have been identified for both sub-use cases of direct AI/ML positioning and AI/ML assisted positioning:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning 
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning 
Cases 1, 2a and 2b are involving UE reporting, and cases 3a and 3b are the positioning only involving LMF and gNB. So to consider the specification impact of air-interface, RAN2 should firstly focus on the first three cases.
Proposal 6: RAN2 takes cases 1/2a/2b as high priority for positioning accuracy enhancement use case.
The data collection of positioning accuracy enhancement has been discussed from RAN1#110 meeting until now. The main content needs to be collected agreed by RAN1is listed as below for summary, which including:
· for AI/ML model training:
· Ground truth label (e.g., based on UE/PRU/TRP measurement/report)
· Location for direct AI/ML positioning, including:
· PRU with known location;
· UE/LMF generates location based on any positioning methods;
· LMF with known PRU location;
· One or more of the intermediate parameter(s) for AI/ML assisted positioning, including:
· UE/PRU/Network entity generates label directly or calculates based on measurement/location
· Quality indicator
· To indicate the quality of label
· Model input
· Measurement corresponding to model input, generated by UE/PRU for cases 1/2a/2b and generated by TRP for cases 3a/3b
· Other information
· Information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance information
· at least RS (e.g., PRS/SRS) configuration(s) and configuration identifier
· for AI/ML model monitoring:
· monitoring based on model output
· UE location, ground truth label for direct AI/ML positioning;
· intermediate parameter(s), ground truth label for AI/ML assisted positioning
· monitoring based on model input
· measurement
· For AI/ML model inference:
· For direct AI/ML positioning
· Potential new measurement: CIR/PDP
· Existing measurement: e.g., RSRP/RSRPP/RSTD
· [bookmark: OLE_LINK12][bookmark: OLE_LINK13]For AI/ML assisted positioning
· New measurement report: e.g., ToA, path phase
· Existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRP
· Enhancement of existing measurement report: e.g., soft information/high resolution of RSTD
· Assistance signaling and procedure for both UE-side and Network-side model
· RS configurations
· Other assistance information
For all the parameters listed, some are used in the entity which generates the parameters; some needs to be delivered to other entity, e.g. for model training/monitoring; and some needs configured by the network, e.g. RS. Therefore for general, the potential specification impact in RAN2 should also be identified for different LCM purposes:
· for AI/ML model training, request/report of ground truth label and/or other training data (at least measurement) should be considered when the training entity is not the same entity to generate training data, and the assistance information facilitate generating training data such as RS (e.g., PRS/SRS) configuration is also needed;
· for AI/ML model monitoring, the inferred UE location, intermediate parameter(s), the ground truth label and corresponding measurement can be delivery, for model output based monitoring and model input based monitoring, respectively;
· [bookmark: _GoBack]For AI/ML model inference, if UE perform the direct AI/ML positioning (case 1), the CIR/PDP generate in the UE can be used directly, no information needs to be exchanged in the air-interface; to perform UE-assisted/LMF-based positioning (case a2/ab), the intermediate parameter of new and existing measurement should be transmitted to the LMF side.
Proposal 7: For data collection of model training for positioning accuracy enhancement, the request and report for ground truth label and corresponding measurement, the RS configuration(s) should be considered.
Proposal 8: For data collection of model monitoring for positioning accuracy enhancement, delivery of the inferred UE location, intermediate parameter(s), the ground truth label and corresponding measurement should be considered.
Proposal 9: For data collection of model inference for positioning accuracy enhancement, the report of intermediate parameter(s) based on new or existing measurement for UE-assisted/LMF-based positioning should be considered.
2.2.3	For beam management
For BM, 2 use cases were agreed based on RAN1 progress:
· BM-Case 1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams;
· BM-Case 2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
For these two cases, data collection is essential for model training, inference as well as model monitoring. RAN1 has identified the data which is required to be reported to the network using L1 measurement procedure. 
· Measurement results of more than 4 beams in one reporting instance for model interference [3];
· Beam measurement(s) based on a set of beams indicated by gNB for model training [3];
· Report predicted L1-RSRP(s ) corresponding to the DL Tx beam(s) or beam pair(s) [4].
Thus, L1 measurement can be used for the data collection in BM, which can be covered by RAN1 discussion. RAN2 can further study the potential procedures, e.g., configuration/indication for data collection.
Proposal 10: For data collection of model training/interference/ monitoring for BM, the configuration of beam sets should be considered.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For existing frameworks
Observation 1: Logged MDT cannot be performed in CONNECTED mode now, and the trace related ID is mandatory in the configuration and reporting.
Observation 2: Logged MDT can be used for offline model training based data collection if the conditions as below can be satisfied:
· Support of CONNECTED mode logged MDT;
· Allowed by OAM to use MDT to collect AI related data besides the existing MDT results.
Observation 3: Immediate MDT and L3 measurements can be used for model monitoring based data collection if satisfying the conditions as below, respectively:
· For L3 measurements, the transmitted data size should be limited;
· For Immediate MDT, allowed by OAM to use MDT to collect AI related data besides the existing MDT results.
Observation 4: L1 measurement can be used for data collection of time-sensitive model monitoring.
Observation 5: UAI can be used for model training based data collection.
Proposal 1: De-prioritize early measurements for AIML based data collection.
Observation 6: LPP specification can be extend for positioning accuracy enhancement case 1/2a/2b, and LPPa specification can be extend for case 3a/3b, for both model training and model monitoring.
Proposal 2: RAN2 takes Logged MDT and UAI as high priority for the data collection of offline model training, for CSI feedback enhancement and beam management use cases.
Proposal 3: RAN2 takes L1 measurement (L1 solution) or Immediate MDT/L3 measurements (L3 solution) as high priority for the data collection of time-sensitive model monitoring, for CSI feedback enhancement and beam management use cases. Whether L1 or L3 solution should be used can be finally decided based on e.g. RAN1/RAN2 joint discussion.
Proposal 4: RAN2 takes LPP specification for case 1/2a/2b, and takes LPPa specification for case 3a/3b, for the data collection of both model training and model monitoring of positioning accuracy enhancement use case.
For CSI feedback enhancement
Proposal 5: For data collection in CSI compression, RAN2 further consider the delivery of enhanced CSI-RS configuration and the assistance information for UE side data collection, and the delivery of enhanced SRS/CSI-RS configuration and the ground-truth CSI for network side data collection.
For positioning accuracy enhancement
Proposal 6: RAN2 takes cases 1/2a/2b as high priority for positioning accuracy enhancement use case.
Proposal 7: For data collection of model training for positioning accuracy enhancement, the request and report for ground truth label and corresponding measurement, the RS configuration(s) should be considered.
Proposal 8: For data collection of model monitoring for positioning accuracy enhancement, delivery of the inferred UE location, intermediate parameter(s), the ground truth label and corresponding measurement should be considered.
Proposal 9: For data collection of model inference for positioning accuracy enhancement, the report of intermediate parameter(s) based on new or existing measurement for UE-assisted/LMF-based positioning should be considered.
For beam management
Proposal 10: For data collection of model training/interference/ monitoring for BM, the configuration of beam sets should be considered.
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