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Introduction
In previous RAN2 meeting, the model ID related agreements are:
	R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 


Then last RAN2 meeting, the model ID related issue was discussed and only the following agreement is achieved:
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 
And last RAN1 meeting agreed that for UE-side models and UE-part of two-sided models, there are two levels of LCM: functionality-based and model-ID-based:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Functionality identification and Model identification in the agreements above are two of the new defined terminologies which are introduced in RAN1#111 meeting:
	Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs
Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 


In this contribution, we mainly focus on the general parts of AI/ML item, based on the existing RAN1 and RAN2 agreements.
Discussion
0. Model ID
In RAN1#111 meeting, it is assumed that for model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback could be performed based on individual model IDs. But in RAN1#112 meeting, only the model activate/deactivate/select/switch is mentioned which is similar as RAN2 agreement. Therefore, the model activate/deactivate/select/switch is clear to be performed based on model ID but the model fallback is not clear.
And for model transfer/delivery, RAN2 has also agreed model ID can be used to identify which AI/ML model is being used in LCM including model transfer.
Therefore, the model ID can be used at least in cases of model activate/deactivate/select/switch and in case of model transfer.
Proposal 1: Model ID can be used at least in cases of model activate/deactivate/select/switch/transfer, and whether the model fallback case is based on Model ID should be decided by further RAN1 discussion.
0. Metadata of model/functionality
For model-ID based LCM, metadata (i.e. model description information) is the core part of model identification and shall be provided during model identification procedure. It will be impossible to perform LCM within 3GPP without sufficient metadata of the identified model. As a starting point, the following information can be considered for metadata when provided from UE to NW:
· Model functionality
· The basic information that should be provided, e.g. the model is for CSI compression, beam prediction, positioning. The indication should be sub-use case level or even finer level. Forward capacity should be considered for other functionalities agreed in future.
· Model input/model normative input
· This information is useful at least for model inference and model monitoring, e.g. whether the input is raw channel or eigenvector, for intermediate KPI calculation in CSI compression. It is also useful if UE asks network to provide some dataset collected in local site for model fine-tuning. 
· The input may just be normative from specification point of view, while the actual input can be deduced from normative input but up to UE’s implementation.
· If a UE use some additional proprietary input that does not need network’s involvement, the UE may not need to inform it to network, e.g. compensation for UE’s sampling frequency offset.
· Model output/model normative output
· Network need to understand the output type of the model, e.g. whether it is a spatial domain or time domain prediction for beam management, whether the output is predicted RSRP and/or predicted beam ID for beam prediction.
· The output may just be normative from specification point of view. Normative output may be deduced/post-processed from the actual output, which is up to UE’s implementation.
· Output format, e.g. the dimension of the output.
· Assistance information for inference
· This may include, for example, quantization related information for CSI compression. For another example, the beam shape related information (e.g., relative power information per beam per angle) for beam prediction. The UE may require some assistance information/signal from network. The required assistance information should be discussed per use case, and should not disclose the unavailable private information.
· Model performance
· This may include, e.g. performance of inference accuracy or system performance, inference latency, etc., which can help network’s decision on whether and when to activate the model.
· The performance may be hypothetic or predicted.
· Concurrent use with other AI/ML models and/or non-AI/ML features
· This information is useful for network to plan the LCM of AI/ML model, when multiple AI/ML models (e.g. with different functionality) cannot be activated simultaneously. Note that multiple AI/ML models share the limited storage and computation power.
· Whether an active AI/ML model has no impact on all non-AI/ML features is still questionable. This is desired, but currently this is not guaranteed. It may impact model monitoring when some legacy mechanism is involved.
· Applicable conditions
· The condition may be, e.g. scenarios, configurations or sites. This information may be useful for model switching/selection/fallback, e.g. supported payload sizes for CSI compression, supported perdition time for beam prediction, or indoor/outdoor requirement for positioning. It may also enable model monitoring based on applicable conditions.
· Possibly, this may be a part of model functionality information.
· Pairing information for two-sided model
· This will be useful when multiple network parts of two-sided models are deployed at network, for the case of, e.g. separate training. But the feasibility for UE to be aware of network’s model(s) needs further discussion. One possible way may be that UE and network train their models based on a common dataset, then the UE only needs to indicate the training dataset to network. Network can be aware of the paired model based on the indicated dataset.
However, what the detailed information is included in metadata should all be defined by RAN1. RAN2 could then discuss the delivery of the metadata based on RAN1 further decision.
Proposal 2: For model identification, the information for metadata of model (i.e., model description information) provided from UE to NW should be decided by RAN1, and RAN2 could then discuss the delivery of the metadata based on RAN1 decision.
Note that, metadata is not only critical in model identification, but also in model transfer via 3GPP signaling. We think metadata for model identification can be reused for model transfer directly.
Proposal 3: Metadata for model identification can be reused for model transfer.
For functionality based LCM, metadata (i.e. functionality description information) is also necessary to be provided during functionality identification procedure. Thus, NW can perform the functionality based LCM based on the metadata of functionality (i.e. functionality description information). The content of metadata (i.e. functionality description information) can be further discussed based on RAN1 progress.
Proposal 4: For functionality identification, the information for metadata of functionality (i.e., functionality description information) is necessary to be provided from UE to NW.
0. Functional framework
Before discussing the mapping of functionality, we should better identify the appropriate function framework for the current supported use cases.
It is suggest in the SID [1] that for the study on AI/ML for air-interface, the basic framework and principles agreed for RAN3 FS_NR_ENDC_data_collect, as captured in section 4 of TR 37.817 [2], should be taken as baseline. In our view, the framework of AI/ML application in air interface should embody how AI/ML model is trained, deployed, monitored. Thus the framework shall at least include function blocks as: data collection, model training, and model management (including, e.g. model monitoring/selection/switching/ etc.). Model inference is also critical and should be included by natural. Figure 1 illustrates how these function blocks are interactive with each other. 
[image: ]
[bookmark: _Ref114492203]Figure 1 Functional framework of AI/ML in NR air interface
In the above figure,
· Different kinds of data flow (data for training, data for management, data for inference) are marked with different colours. A unified colour can also be considered.
· Potential data feedback from actor to data collection block is marked in dash line. The output data may be collected for the purpose of training (typically online/reinforce training) or model monitoring.
· Model storage may or may not exist. If we only care about the deployment of an AI/ML model, model training and model inference should be enough. Then we do not need to differentiate where it is stored.
We propose to adopt Figure 1 as the framework diagram.
Proposal 5: Adopt Figure 1 as the diagram for AI/ML framework in NR air interface.
So far, when discussing functional framework, it seems more or less refer to model-ID based LCM. However, since RAN1#111, functionality-based LCM is confirmed as an alternative way to adopt AI/ML approaches. We may need to consider whether to define functional framework diagram for functionality-based LCM first. 
For possible functionality-based LCM, the models may or may not be identified at the Network. The functionality identification was discussed by RAN1 in last meeting and can be seen as a kind of “UE capabilities” which need to be notified to the network side from UE, and RAN1 thinks UE capability reporting can be considered as a starting point of the transmission mechanism.
For AI/ML model identification, models are identified by model ID at the Network, and UE indicates supported AI/ML models. Since there is only no “select AI/ML functionality” in the functionality-based LCM procedure, the whole LCM procedure of functionality based LCM is similar as model-ID-based LCM. RAN2 can discuss the model-ID-based LCM procedure firstly, and the functionality-based LCM procedure can wait for further RAN1 progress. If defined, it is preferred to reuse the one for model-ID based LCM as much as possible.
Proposal 6: It is preferred to firstly discuss Model-ID-based LCM procedure. The functionality-based LCM procedure can reuse the one for Model-ID-based LCM as much as possible.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
For model ID:
Proposal 1: Model ID can be used at least in cases of model activate/deactivate/select/switch/transfer, and whether the model fallback case is based on Model ID should be decided by further RAN1 discussion.
For metadata of model/functionality:
Proposal 2: For model identification, the information for metadata of model (i.e., model description information) provided from UE to NW should be decided by RAN1, and RAN2 could then discuss the delivery of the metadata based on RAN1 decision.
Proposal 3: Metadata for model identification can be reused for model transfer.
[bookmark: _GoBack]Proposal 4: For functionality identification, the information for metadata of functionality (i.e., functionality description information) is necessary to be provided from UE to NW.
For functional framework:
Proposal 5: Adopt Figure 1 as the diagram for AI/ML framework in NR air interface.
Proposal 6: It is preferred to firstly discuss Model-ID-based LCM procedure. The functionality-based LCM procedure can reuse the one for Model-ID-based LCM as much as possible.
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