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1. Introduction
The discussions of AI/ML for Air Interface study item have been started since RAN2 119bis e-meeting and expand its scopes in RAN2 120 meeting. Due to the time limit of the last meeting, not all topics under this item had been discussed thoroughly, the delegates mainly debated on the following three sub-topics:

· Model transfer/delivery
· Model identification/registration
· Data collection

Besides, model monitoring, model training, model inference and UE capability are other hot topics with high popularity in companies’ contributions. 

According to the newest released agenda for RAN2 meeting #121bis, model transfer/delivery is separated into individual sub agenda item, therefore, this contribution presents our views on model transfer/delivery only.

2. Discussion
Currently, RAN1 and RAN2 are discussing this AI/ML topic in a parallel way, in the recent RAN1 111 meeting hold in Toulouse, the debate among companies for some topics, such as model transfer/delivery and model identification/registration were quite fierce and universally accepted agreements were difficult to reach. Since RAN2 discussion for AI/ML is subject to RAN1 agreements and cannot proceed detailed discussion beyond RAN1’s decision, our views will only be based on the existing RAN1 agreements and the concurrent and potential RAN2 solutions on AI/ML general methods.

In RAN1 discussions, the terminology of model transfer and model delivery were defined as:

	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



It can be understood model delivery is a more generic terminology than model transfer, which limited to over the air model delivery with signaling impacts. Moreover, the difference between model transfer and model delivery can be further observed from three NW-UE collaboration levels agreed in RAN1.

	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels.
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.



In the last RAN2 meeting and related offline email discussion [1], the following agreement had been made for model transfer/delivery:

	We Use the wording “model transfer/delivery”.
model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.

Agreed: 
Aim to at least analyse the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g., OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g., transparent to 3GPP).

Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analyse



And for the pros and cons of every solution, the following agreed table is given:
	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segmentation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which cannot be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g., >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery.
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signaling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g., >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g., can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g., can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signaling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g., can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordination among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic



Our major views [2] were included in the above tables but some further studies are necessary in the future. Based on the above agreement on the pros and cons of all solutions, it is obvious that the following aspects draw most attention to be taken into account:
1) The model size and segmentation issue.
2) Privacy and security issue.
3) Multi-vendor interpretability issue.
It is obvious that no solution can be perfect to solve all the issues mentioned above, and for some of the issues, it seems to be the double-edged sword. We propose some directions to mitigate the problem per issue without introducing too many troubles for other issues.

A. Model size and segmentation issue.
Both control plane and user plane can be used for model transfer, and as mentioned in the agreed table, RRC-based control plane suffers from the SDU size limit, and the original purpose of the RRC message is for control and configuration signaling, not for large-sized data chuck transmission. On the other hand, solution 1b (UP data) can support large-sized data transmission but lacking transparency for controlling and is vulnerable to mobility scenarios. Therefore, we suggest that the models can be transmitted partly or separately by CP and UP together, e.g., the model can be split into structure and parameters, the parameters also contains layers, neurons or some other hierarchies which can be organized accordingly. One example is that RRC message with light overhead consumption can be used to convey the key information or configuration of the model transfer, and meanwhile UP data transmission can be used to carry the payload stream which can be indicated or configured by the RRC message, in one word, the model transfer solution should be tailored flexibly to fit the size and latency requirements of the current AI/ML application.

Another way to mitigate the model size issue is to enhance the RRC segmentation mechanism, e.g., with flexible segmentation size, changeable segmentation orders or enhanced maximum number of segmentation; more specification impact may also include the signaling for segmentation configuration per sub use cases.

Proposal 1 Study at least the following specification impacts for model transfer/delivery:
· Partial model transfer/delivery.
· RRC segmentation enhancement for model transfer/delivery.
· Flexible and configurable model transfer/delivery scheme. 

B. Security and privacy issues.
The security and privacy are quite important for the users, especially for some sensitive information such as the model optimization details, so there should be mechanisms to guarantee the safety of those information. There can be different ways to mitigate this problem, but at this stage, we believe capability information exchange and meta information alignment can be the most straightforward way to ramp up.

The capability information include capabilities of UE and network entities, before the model transfer, the receiver side can send request to the transmitter side to ask for capability reporting of whether or not the receiver side entity can support model transfer with certain information exposure, or only support model transfer in a safe way such as encoded the model data into a black box. On the other hand, as described in data collection and model identification part, the model data can also contain meta info, which is the basic information to support the model transfer, the transmitter can choose to send only the meta information part to the receiver to fulfill some basic AI/ML model LCM functions without touching the private information, however, in order to enable this solution, the details of the meta information need to be aligned among companies.
Therefore, we have the following proposal:

Proposal 2 Study the potential capability information exchange and meta information design to support model transfer/delivery for assuring the security and privacy.

C. Multi-vendor interpretability issue.
If UP or OTT solutions are used for model transfer/delivery, this issue can be mitigated, however, the entire transfer/delivery procedure may not be directly configured or controlled. So, we prefer to have the format study to support at least the key part transmission by RRC messages via control plane, the key information may include the model transfer type, the location index or the expected model parameters to be transmitted, or the model parameters in sequence or bit stream.

Proposal 3 Study the model transfer format of the RRC message to support the key part transmission of the AI/ML models.

Overall, there are multiple solutions and potential signaling and procedures to support the optimized model transfer/delivery, UE capability may be one of the existing frameworks to support it.

Proposal 4 New signaling on UE capability report for model transfer should be considered, the key aspects for reporting include:
· Capability of supporting model transfer
· Capability of supporting specific transfer type, size, and format.
· Capability of supporting partial transfer and segmentation transfer.

3. Conclusion
Based on the above discussions, we give the following proposals:

Proposals:

Proposal 1 Study at least the following specification impacts for model transfer/delivery:
· Partial model transfer/delivery.
· RRC segmentation enhancement for model transfer/delivery.
· Flexible and configurable model transfer/delivery scheme. 

Proposal 2 Study the potential capability information exchange and meta information design to support model transfer/delivery for assuring the security and privacy.

Proposal 3 Study the model transfer format of the RRC message to support the key part transmission of the AI/ML models.

Proposal 4 New signaling on UE capability report for model transfer should be considered, the key aspects for reporting include:
· Capability of supporting model transfer
· Capability of supporting specific transfer type, size, and format.
· Capability of supporting partial transfer and segmentation transfer.
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5. Appendix
We provide the control plane-based and user plane-based model transfer/delivery examples here:

1) CN-based User-plane solution
The UPF oversees the management, routing/re-routing and other functions of the user data, the UE will directly request/be configured PDU sessions with UPF and left gNB as transparent. However, gNB can be regarded as other functional entity which may start/stop the procedure or collect real-time information from UE via RRC messages and subsequently affect the model transfer/delivery. We prefer not to introduce more mechanism other than UPF for the User Data transmissions in the core network. Figure 1 is one example of UE-CN User Plane solution.Assistance Info/Config via RRC Messages
Assistance Info/Config via RRC Messages
PDU Session Setup Request
DRB Setup and Model Transfer
UPF
gNB
UE

Figure 1 UP solutions between UE and CN
From the above figure we can see that the RAN2 impact for this solution is mere, and the assistance information between gNB and UE deserve more attention.

2) RAN-based Control-plane solution
There are multiple options for CP-based solutions, and the size will be a shared issue no matter which messages to carry the model related data, the data segmentation and data selection for transmission may be solutions for model transfer by SRBs. Assistance information should be exchanged among entities on how to manage the data segmentation, the data selection, and the model restorations. The data being transferred can be seen and monitored therefore more configuration/re-configurations messages can be exchanged for better quality of transfer.

As one example, the CP solution between UE and gNB can be seen below in Figure 2,
Assistance Info exchange for monitoring or re-config
gNB
UE
Model Transfer Triggered and Config Info for segmentation etc.
SRB setup for model transfer


Figure 2 Information exchange for CP-solution between UE and gNB

In this option, the RRC message is visible for gNB and UE, and the contents can be configured for better performance, as one alternative, the gNB and UE can have information exchange via UE capability enhancement, new signaling on UE capability for the support of model transfer, capability for compiling the model and capability for model size, format and other properties is pre-requisite for model transfer.
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