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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the previous RAN2 meetings, RAN2 made the following agreements regarding the model ID and meta-data:
	RAN2 #119bis
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 

RAN2 #120
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 

RAN2 #121
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 


This contribution will further discuss the general aspects of architecture from RAN2’s perspective, including:
· Model ID utilization
· Model meta-data
· Functional architecture
· Mapping of functionality to entities
· The overall procedure of LCM
2. Discussion
[bookmark: _Hlk118277603]2.1	Model ID Utilization
At the RAN1#111 meeting, RAN1 introduced the terminology of model identification and functionality identification:
· Model identification: A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
· Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
At the RAN1#112 meeting, the following agreement was made regarding the model/functionality identification.
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


It can be observed in RAN1’s agreement that model ID can be utilized during model identification. To our understanding, the model identification can be divided into the following two categories: 
· NW-initiated model identification: The network transfers the model to the UE along with its assigned model ID.
· UE-initiated model identification: The UE indicates the network of the stored/supported models with the model ID.
Therefore, we propose:
Proposal 1a: Model ID can be used during model identification, which includes the following two types:
-	The network transfers the model to the UE along with a model ID.
-	The UE indicates the network of the stored/supported models with a model ID.
Besides, RAN1 has agreed that the procedures of model activation/ deactivation/ selection/ switch can be implemented based on model ID. Therefore, RAN2 may convert the previous working assumptions into agreements.
Proposal 1b: Confirm RAN2 assumption that model ID can be used for model activation/ deactivation/ selection/ switch.
2.2 Model meta-data
In addition to the model ID, some information is necessary for model management. In our view, the following information may be essential:
· Model Functionality: The model functionality is used to indicate the usage of the model. When the AS layer of UE receives the model functionality, it can understand the model can enhance or replace some legacy functions, e.g., measurement prediction may reduce the effort of actual measurement. After model activation, the UE may reduce or stop some legacy operations.
· Applicable condition: Due to limited model generalization capability, the model may only be available under certain conditions. The applicable condition may contain information on the suitable scenarios/ configurations of AI/ML model. When the existing network configuration is not contained in the applicable condition of the current model but is contained in that of another model, UE and the network would realize that model switching may be needed.
Proposal 2: Each model may associate with meta-data for LCM purposes and the following meta information can be considered:
· Model functionality
· Applicable condition, e.g., validity area/ configuration
2.3 Functional architecture
The General framework for RAN artificial intelligence is illustrated in Figure 1. 


Figure 2.3-1: Functional Framework of AI for RAN in RAN3
For the general framework of AI for RAN in RAN3, model management is mainly an internal implementation concerning model transfer and model performance feedback. In comparison, the AI/ML for air interface involves extensive interactions between the UE and the network, which are related to model management, such as model monitoring and model activation/deactivation.
Therefore, reusing the existing framework for RAN is not suitable, and it would be beneficial to introduce additional components on top of the framework of AI for RAN. RAN2 can discuss and introduce a functional architecture of AI for the air interface. The architecture presented in Figure 2.3-2 can serve as a starting point.


Figure 2.3-2: Functional architecture of AI for air interface
Proposal 3: Based on the framework of AI for RAN, introduce a functional architecture that can reflect the essential components of AI for air interface and endorse Figure 2.3-2 as a starting point.
2.4 Mapping of functionality to entities
To our understanding, the mapping of functionality to entities will imply the signaling procedure between entities. For instance, if model training is located at the network and model inference is located at UE, model transfer/delivery will be needed. That’s why we need to identify the location of model training, even if it’s a consensus that offline training is up to implementation.
Besides, the mapping of functionality to entities is use case specific.
Proposal 4: In order to fully conclude the potential specification impact, RAN2 is expected to identify the mapping of functionality to entities, which is use case specific.
For functionality mapping, we think the following aspects can be considered:
· Model Training: This may consist of data collection/generation for model training and the entity which performs the model training.
· Model Transfer/Delivery: in case the model training and its usage is respectively performed at different entities, e.g., model training at NW side and model is used by UE, model transfer/delivery is necessary to/from one entity from/to another one.
· Model Inference: for model inference, the entity performing the inference may have to collect/receive some data used for inference. So, the model inference may consist of data collection/generation for model inference and the entity which performs the model inference
· Model Monitoring: similar to model inference, model training may consist of data collection/generation for model monitoring and the entity which performs the model monitoring.
Thus, the following template can be considered for companies to report the mapping of functionality to entities:
Table 2.4-1: mapping of functionality to entities
	 
	Model Training
	Model Transfer/Delivery
	Model Inference
	model Monitoring

	
	Training data generation
	Perform Model Training
	Transmitting entity
	Receiving entity
	Inference data generation
	Perform Model Inference
	Monitoring data generation
	Perform Model Monitoring

	(sub)Use Case
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Proposal 5: Model functionality mapping consists of the following aspects: model Training (Training data generation, Perform Model Training), Model Transfer/Delivery (Transmitting entity, Receiving entity), Model Inference (Inference data generation, Perform Model Inference), and Model Monitoring (Monitoring data generation, Perform Model Monitoring ).
Proposal 6: if Proposal 5 is agreed, endorse the template in Table 2.4.-1 as a starting point to discuss the mapping of functionality to entities.
2.5 Overall procedure of LCM
Figure 2.5-1 shows the overall signaling procedure of life cycle management.


Figure 2.5-1: signaling procedures of model life cycle management
Step 1. The UE indicates its AI/ML-related capability to the CN/RAN node.
Step 2. The CN/Server/RAN node/UE obtains the essential data for model training.
Step 3. The CN/ Server /RAN node/UE performs model training based on the acquired data. If the model training is performed at a Server, the Server may deliver the valid model to CN/RAN node/UE when ready.
Step 4. The UE indicates the stored model to the CN/RAN node by model/functionality identification.
Step 5. If the model is delivered from CN/RAN node to UE, the CN/RAN node may send the meta-data during the model transfer.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from CN/RAN node.
Step 7. The CN/RAN node may send model performance monitoring configuration to UE.
Step 8. The CN/RAN node/UE obtains the data required for model inference. 
Step 9. The CN/RAN node/UE performs model inference based on the acquired data. For the two-sided model, the output of UE model inference can be the input of model inference at the CN/RAN node.
Step 10. The UE may report the performance feedback to CN/RAN node who sends the model performance monitoring configuration in step 7. The report can be one-shot, event-triggered, or periodical.
Step 11. If the action performed by the UE results in suboptimal system performance (e.g. low throughput due to selecting an unreasonable beam), or if the accuracy of the model inference result does not meet the expectations (e.g. the accuracy of the prediction is below a configured threshold), the UE can deactivate the model itself or by the network indication. Consequently, the model may be retrained/updated with more training data.
Note 1: The above procedures are not required to occur in a fixed order, e.g., the functionality identification can be performed along with or after capability transfer.
Note 2: Some steps may occur multiple times if needed, e.g., the model identification upon the stored model changes.
Note 3: Data collected via EVEX for model training may be retransmit to the entity that is responsible for model training.
Note 4: The overall signaling procedure can be further refined for each use case.
Proposal 7: RAN2 to discuss the overall signaling procedure of model life cycle management to facilitate the procedure discussion for each use case.
3. Conclusion
Model ID utilization
Proposal 1a: Model ID can be used during model identification, which includes the following two types:
-	The network transfers the model to the UE along with a model ID.
-	The UE indicates the network of the stored/supported models with a model ID.
Proposal 1b: Confirm RAN2 assumption that model ID can be used for model activation/ deactivation/ selection/ switch.

Model meta-data
Proposal 2: Each model may associate with meta-data for LCM purposes and the following meta information can be considered:
· Model functionality
· Applicable condition, e.g., validity area/ configuration
Functional architecture
Proposal 3: Based on the framework of AI for RAN, introduce a functional architecture that can reflect the essential components of AI for air interface and endorse Figure 2.3-2 as a starting point.


Figure 2.3-2: Functional architecture of AI for air interface
Proposal 4: In order to fully conclude the potential specification impact, RAN2 is expected to identify the mapping of functionality to entities, which is use case specific.
Proposal 5: Model functionality mapping consists of the following aspects: model Training (Training data generation, Perform Model Training), Model Transfer/Delivery (Transmitting entity, Receiving entity), Model Inference (Inference data generation, Perform Model Inference), and Model Monitoring (Monitoring data generation, Perform Model Monitoring ).
Proposal 6: if Proposal 5 is agreed, endorse the template in Table 2.4.-1 as a starting point to discuss the mapping of functionality to entities.
Table 2.4-1: mapping of functionality to entities
	 
	Model Training
	Model Transfer/Delivery
	Model Inference
	model Monitoring

	
	Training data generation
	Perform Model Training
	Transmitting entity
	Receiving entity
	Inference data generation
	Perform Model Inference
	Monitoring data generation
	Perform Model Monitoring

	(sub)Use Case
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	



The overall procedure of LCM
Proposal 7: RAN2 to discuss the overall signaling procedure of model life cycle management to facilitate the procedure discussion for each use case.

Note: The further analysis of functionality mapping and procedure for each use case are attached in the Annex for information.
4. Reference
[1]. RP-213599		Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface

5. Annex
5.1 Functionality Mapping and Procedure of CSI compression
RAN1 reached the following agreements regarding CSI compression use case in previous RAN1 meetings:
	Agreement

In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.



Based on RAN1’s agreements, we understand that the mapping of functionality to entities for CSI compression use case can be as in the following table:
Table 5.1-1: mapping of functionality to entities for CSI compression use case
	 
	Model Training
	Model Transfer/Delivery
	Model Inference
	model Monitoring

	
	Training data generation
	Perform Model Training
	Transmitting entity
	Receiving entity
	Inference data generation
	Perform Model Inference
	Monitoring data generation
	Perform Model Monitoring

	Type1
	Input: UE
Label: UE
	gNB
	gNB
	UE
	input-CSI-UE: UE
input-CSI-NW: UE
	UE (Encoder)
gNB (Decoder)
	Output: gNB
Label: UE
Performance: gNB
	gNB

	Type3
	Input: UE
Label: UE
	gNB (Decoder)
UE (Encoder)
	N/A
	N/A
	input-CSI-UE: UE
input-CSI-NW: UE
	UE (Encoder)
gNB (Decoder)
	Output: gNB
Label: UE
Performance: gNB
	gNB


For CSI compression use case, the overall procedure for LCM is shown in the following figure:



Figure 5.1-1: signaling procedures of CSI compression
Step 1. The UE indicates its AI/ML-related capability to the RAN node.
Step 2. The RAN node sends the CSI RS resource and reporting configuration to the UE. The UE performs CSI measurement and feedback CSI report, e.g., PMI or raw channel.
Step 3. The RAN node performs model training based on the acquired report.
Step 4. The UE indicates the stored model to the RAN node by model identification.
Step 5. The RAN node may send the meta-data during the model transfer.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from the RAN node.
Step 7. The RAN node may send model performance monitoring configuration to the UE.
Step 8. The UE performs CSI measurement and obtains the data required for model inference as CSI generation.
Step 9. The UE reports the compressed CSI report and the RAN node performs subsequent model inference as CSI reconstruction.
Step 10-11. The UE reports the performance feedback to the RAN node. The report can be one-shot, event-triggered, or periodical. The RAN node monitors the performance and makes decisions about model activation/deactivation/ updating/switching.
Potential standard impact
AI/ML-based CSI compression may introduce the following potential Uu interface impact:
· AI-related Capability for CSI compression 
· For model training, configuration and report of CSI, e.g., PMI or raw channel.
· Model identification/ transfer for CSI compression, e.g., Model ID, Meta-data;
· For model inference, configuration and report of compressed CSI report.
· For model monitoring, configuration and report of performance monitoring parameters, e.g., SGCS of model input and output.


5.2 Functionality Mapping and Procedure of BM
RAN1 reached the following agreements regarding beam prediction use case in previous RAN1 meetings:
	Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



Based on RAN1’s agreements, we understand that the mapping of functionality to entities for beam prediction use case can be as in the following table:
Table 5.2-1: mapping of functionality to entities for beam prediction use case
	 
	Model Training
	Model Transfer/Delivery
	Model Inference
	model Monitoring

	
	Training data generation
	Perform Model Training
	Transmitting entitiy
	Receiving entity
	Inference data generation
	Perform Model Inference
	Monitoring data generation
	Perform Model Monitoring

	UE-sided model without model transfer
(Alt.2)
	Input: UE
Label: UE
	UE
	N/A
	N/A
	UE
	UE
	Output: UE
Label: UE
Performance: 
· Alt1: UE
· Alt2: gNB
· Alt3: UE
	Alt1: UE
Alt2: gNB
Alt3: gNB

	UE-sided model with model transfer
(Alt.3)
	Input: UE
Label: UE
	gNB
	gNB
	UE
	UE
	UE
	Output: UE
Label: UE
Performance: 
· Alt1: UE
· Alt2: gNB
· Alt3: UE
	Alt1: UE
Alt2: gNB
Alt3: gNB

	gNB-sided model
(Alt.1)
	Input: UE
Label: UE
	gNB
	N/A
	N/A
	UE
	gNB
	Output: gNB
Label: UE
Performance: gNB
	gNB


For beam prediction use case, the overall procedure for LCM is shown in the following figure:


Figure 5.2-1: signaling procedures of Beam management
Step 1. The UE sends its AI/ML-related capability, indicating supporting beam prediction use case, to the RAN node.
Step 2. The RAN node sends the beam-sweeping resource and reporting configuration to the UE. The UE performs L1-RSRP measurement and sends report of all L1-RSRP and Rx beam angles to the RAN node.
Step 3. The RAN node performs model training based on the acquired report.
Step 4. The UE indicates the stored model to the RAN node by model identification.
Step 5. The RAN node may send the meta-data during the model transfer.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from the RAN node.
Step 7. The RAN node may send model performance monitoring configuration to the UE.
Step 8. The UE performs L1-RSRP measurement and obtains the input data required for model inference.
Step 9. The UE performs model inference and reports the Top-k predicted L1-RSRP and Tx beam indexes to the RAN node.
Step 10-11. The RAN node monitors the performance and makes decisions about model activation/deactivation/ updating/switching.
Potential standard impact
AI/ML-based Beam management may introduce the following potential Uu interface impact:
· AI-related Capability for beam prediction 
· For model training, configuration and report of L1-RSRP and Rx beam angle;
· Model identification/ transfer for beam prediction, e.g., Model ID, Meta-data;
· For model inference, configuration and report of Top-k predicted L1-RSRP and Tx beam indexes to the RAN node;
· Model monitoring, including configuration and report of performance metric, model activation/deactivation


5.3 Functionality Mapping and Procedure of positioning
RAN1 reached the following agreements regarding positioning use cases in previous RAN1 meetings:
	Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded



Based on RAN1’s agreements, we undertand that the mapping of functionality to entities for positioning use case can be as in the following table:
Table 5.2-1: mapping of functionality to entities for positioning use case
	
	Model Training
	Model Transfer/Delivery
	Model Inference
	model Monitoring

	
	Training data generation
	Perform Model Training
	Transmitting entity
	Receiving entity
	Inference data generation
	Perform Model Inference
	Monitoring data generation
	Perform Model Monitoring

	Case1/2a without model transfer
	Input: UE
Label: UE/PRU
	UE
	N/A
	N/A
	Input: UE
	UE
	Input: UE
Training Input distribution: UE
Output: UE
Label: UE
Performance: UE
	UE

	Case1/2a with model transfer
	Input: UE
Label: PRU/LMF
	LMF
	LMF
	UE
	Input: UE
	UE
	Input: UE
Training Input distribution: LMF
Output: UE
Label: UE
Performance: UE/LMF
	LMF

	Case2b
	Input: UE
Label: PRU/LMF
	LMF
	N/A
	N/A
	Input: UE
	LMF
	Input: UE
Training Input distribution: LMF
Output: LMF
Label: UE
Performance: LMF
	LMF

	Case3a
	Input: gNB
Label: gNB/PRU/LMF
	LMF
	LMF
	gNB
	Input: gNB
	gNB
	Input: gNB
Training Input distribution: LMF
Output: gNB
Label: gNB
Performance: LMF
	LMF

	Case3b
	Input: gNB
Label: PRU/LMF
	LMF
	N/A
	N/A
	Input: gNB
	LMF
	Input: gNB
Training Input distribution: LMF
Output: LMF
Label: UE
Performance: LMF
	LMF



For positioning use case, the overall procedure for positioning is shown in the following figure:


Figure 5.3-1: signaling procedures of Beam management
Step 1. The UE sends its AI/ML-related capability, indicating supporting positioning use case, to the LMF.
Step 2. The LMF sends the PRS resource and reports configuration to the UE. The UE performs PRS measurement and feedback with the CIR, RSRP, or ToA, which may be associated with the ground-truth location of the LMF.
Step 3. The LMF performs model training based on the acquired report.
Step 4. The UE indicates the stored model to the LMF by model identification.
Step 5. The LMF may send the meta-data during the model transfer.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from the LMF.
Step 7. The LMF may send model performance monitoring configuration to the UE.
Step 8. The UE performs PRS measurement and obtains the data required for model inference.
Step 9. The UE performs model inference and reports the measurement/location estimate to the LMF.
Step 10-11. The LMF monitors the performance and makes decisions about model activation/deactivation/ updating/switching.
Potential standard impact
AI/ML-based Beam management may introduce the following potential LPP impact:
· AI-related Capability for positioning 
· For model training, new or enhanced PRS configuration; configuration and report of CIR report;
· Model identification/ transfer for beam prediction, e.g., Model ID, Meta-data;
· For model inference, configuration and report of predicted location estimate, TOA, LOS/NLOS identification;
· Model monitoring, including configuration and report of performance metric, model activation/deactivation
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