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At RAN2#119-bis meeting, RAN2 sent an LS [1] to RAN1 asking the following question

· Question: When SL LBT failure is notified by PHY due to an intended SL transmission, what is the granularity in which MAC can consider that the SL LBT failure has been detected (e.g. whether MAC can consider that the SL LBT failure has been detected per SL BWP, per SL resource pool, per RB set, etc.).

 RAN1#112 endorsed the reply LS in [2] in which the answer is summarized as following:
	Answer: When a SL LBT failure is notified by PHY, RAN1 considers that indicating the granularity of SL LBT failure indication at BWP level, RB set level, or SL resource pool level, are all feasible. RAN1 leaves it to RAN2 to determine the granularity of SL LBT failure indication.



RAN2#121 meeting discussed SL LBT failure indication granularity issue and achieved the following agreements:
	Agreements on SL LBT failure indication granularity
1: SL LBT failure indication granularity is per SL RB set.



This contribution provides our views on LBT failure detection and recovery procedure based on per SL RB set granularity. 
Discussion
Consistent LBT failure detection

In NR-U, consistent LBT failure is detected per UL BWP by counting LBT failure indications from the lower layer to the MAC entity via two parameters (lbt-FailureInstanceMaxCount and lbt-FailureDetectionTimer) configured by RRC and a UE variable (LBT_COUNTER).

 RAN1 has already agreed that in SL-U, a single SL BWP can be (pre-)configured to include one or multiple resource pools, and one resource pool can be (pre-)configured to include an integer number of RB sets. When SL LBT failure indication granularity is per RB set, then it is nature to do consistent LBT failure detection per RB set by counting LBT failure indications from the lower layer to the MAC entity. Since in general there are multiple RB sets, then the first question is whether parallel per-RBset-based consistent LBT failure detection is supported or not. Here the parallel consistent LBT failure detection means that multiple consistent LBT failure detection procedures can be performed simultaneously, i.e., MAC entity detects consistent LBT failure for multiple RB set at the same time.

RAN2 to confirm parallel per-RBset-based consistent LBT failure detection is supported.
 
For supporting the parallel per-RBset-based consistent LBT failure detection, a straightforward way is to maintain separate timer (lbt-FailureDetectionTimer) and UE variable (LBT_COUNTER) for per RB set independently while having the common parameters (lbt-FailureInstanceMaxCount and lbt-FailureDetectionTimer) configured by RRC. With this approach, NR-U consistent LBT failure detection can be reused as much as possible.

For supporting the parallel per-RBset-based consistent LBT detection, RAN2 to agree to maintain separate timer (lbt-FailureDetectionTimer) and UE variable (LBT_COUNTER) for per RB set independently while having the common parameters (lbt-FailureInstanceMaxCount and lbt-FailureDetectionTimer) configured by RRC.
 One more aspect on supporting the parallel per-Rbset-based consistent LBT detection is the LBT failure indications details from the lower layer. 
As stated in their LS [2], RAN1 considers that indicating the granularity of SL LBT failure indication at BWP level, RB set level, or SL resource pool level, are all feasible. Therefore, our understanding is that RBset ID will be included in the LBT failure indication from the lower layer.
On the other hand, RAN1#112 meeting agreed to support more than 1 PSFCH occasion per PSCCH/PSSCH transmission as following.
	Agreement
To address PSFCH transmission dropping due to LBT failure:
· Support more than 1 PSFCH occasion per PSCCH/PSSCH transmission
· Down-select one or support both of the followings
· Option 1: Such PSFCH occasion(s) are (pre-)configured
· Option 2: Such PSFCH occasion(s) are (pre-)configured and dynamically indicated
· FFS applicable scenarios, e.g., considering the applicability of COT sharing, MCSt, etc. 
· FFS other details



The above RAN1 agreement can be considered as a kind of LBT failure recovery in lower layer for PSFCH transmission. If the LBT failure indication due to LBT failures prior to PSFCH transmission is counted in the detection procedure, it may result in redundant recovery for PSFCH since the purpose of consistent LBT failure detection is to do consequent LBT failure recovery. So, we suggest RAN2 to confirm it.
RAN2 to confirm whether LBT failure indication due to LBT failures prior to PSFCH transmission is needed to be counted in the detection procedure.
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 Consistent LBT failure recovery

  In NR-U, MAC entity triggers consistent LBT failure for the active UL BWP if LBT_COUNTER >= lbt-FailureInstanceMaxCount. When per BWP consistent LBT failure is triggered by MAC entity, then switch the active UL BWP to a UL BWP, on same carrier in this Serving Cell, configured with PRACH occasion and for which consistent LBT failure has not been triggered. Moreover, when consistent LBT failure has been triggered in all UL BWPs configured with PRACH occasions on same carrier in this Serving Cell, the MAC entity indicates consistent LBT failure to upper layers.

  Then turn to SL-U, when consistent LBT failure detection is performed per RB set (i.e., LBT_COUNTER is maintained per RB set), the question is whether MAC entity triggers consistent LBT failure for the RB set if LBT_COUNTER of the RB set>= lbt-FailureInstanceMaxCount? Since currently the granularity of resource configuration for sidelink communication is resource pool, we think it is reasonable to design the consistent LBT failure triggers per resource pool. In order words, in SL-U, MAC entity triggers consistent LBT failure for the resource pool if all RB set in the resource pooｌ’s variable LBT_COUNTER >= lbt-FailureInstanceMaxCount.

RAN2 to agree that in SL-U, MAC entity triggers consistent LBT failure for the resource pool if all RB set in the resource pool’s variable LBT_COUNTER >= lbt-FailureInstanceMaxCount.
  Finally, following NR-U policy, the consistent LBT failure recovery of SL-U is defined as below:
· when per resource pool consistent LBT failure is triggered by MAC entity, then switch the resource pool to a resource pool, within the same BWP and for which consistent LBT failure has not been triggered. Moreover, when consistent LBT failure has been triggered in all configured resource pool, the MAC entity indicates consistent LBT failure to upper layer. 
Summary
[bookmark: OLE_LINK3]This contribution provides our views on LBT failure detection and recovery procedure based on per SL RB set granularity.

Proposal 1 RAN2 to confirm parallel per-RBset-based consistent LBT failure detection is supported.

Proposal 2 For supporting the parallel per-RBset-based consistent LBT detection, RAN2 to agree to maintain separate timer (lbt-FailureDetectionTimer) and UE variable (LBT_COUNTER) for per RB set independently while having the common parameters (lbt-FailureInstanceMaxCount and lbt-FailureDetectionTimer) configured by RRC.

Proposal 3 RAN2 to confirm whether LBT failure indication due to LBT failures prior to PSFCH transmission is needed to be counted in the detection procedure.

Proposal 4 RAN2 to agree that in SL-U, MAC entity triggers consistent LBT failure for the resource pool if all RB set in the resource pool’s variable LBT_COUNTER >= lbt-FailureInstanceMaxCount.
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