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1 Introduction 
RAN2 has focused mostly on common aspects of L2 and L3 UE-to-UE relays to this point.  With most of the aspects related to discovery and relay selection resolved, RAN2 should focus on the L2 specific aspects of UE-to-UE relays:

A. Layer-2 relay specific part
i. UE-to-UE relay adaptation layer design [RAN2]
ii. Control plane procedures [RAN2]

iii. QoS handling if needed, subject to SA2 progress [RAN2]
As per the WID, this contribution discusses initial design aspects related to Configuration, QoS and Adaptation Layer. 

2 Discussion
2.1 Configuration and QoS
QoS on sidelink is achieved by configuring the bearers and sidelink parameters for each of the protocol layers based on the sidelink QoS flows.  The transmitting UE receives the configuration parameters to be used for each of the QoS flows using dedicated RRC signalling, pre-configuration, or SIB.  It then configures the TX parameters.  In the case of unicast, configuration of TX and RX parameters is also performed by the TX UE.  Upper layers first establishes the unicast link, and the TX UE then sends the relevant RX parameters to the receiving UE in PC5-RRC signalling.
For UE-to-UE relays, the concept of the TX UE receiving/utilizing configuration parameters associated with the QoS flows should be maintained.  For L3 relays, the QoS profile is associated with each hop, and the configuration procedure can follow exactly that of legacy between each hop (i.e., between the remote UE of the first hop and the relay UE, and between the relay UE and the remote UE of the second hop).
Observation 1:
L3 U2U relaying can make use of legacy unicast link configuration procedure carried out by the remote UE and the relay UE.

For L2 relays, the QoS flows and corresponding bearers are end to end (between the two remote UEs).  The TX remote UE should therefore obtain the configuration parameters associated with SDAP and PDCP layers and send the RX related parameters directly to the peer remote UE.  
Proposal 1:
The TX remote UE receives end-to-end SDAP and PDCP configuration parameters associated with the QoS profile from (pre)configuration.  

Proposal 2:
The TX remote UE sends the RX-related configuration parameters to the RX UE via end-to-end PC5-RRC signalling. 
One main difference with legacy is the presence of the relay UE and the need to configure the two hops from the perspective of each TX UE.  It would make sense for the remote UE to configure the first hop parameters using a similar procedure to legacy.  The main difference is that such configuration parameters would need to account for the presence of the second hop, and particularly the delay associated with relaying.  For example, in the RRC_CONNECTED remote UE case, the remote UE may specifically request relayed parameters when providing the QoS parameters.
Proposal 3:
The TX remote UE receives RLC, MAC, and PHY configuration parameters associated to the QoS profile from (pre)configuration.  FFS how to distinguish parameters associated with relaying compared to parameters associated with a direct link.

For the second hop, since the relay UE is not configured with upper layers and the QoS information is end to end, the configuration by the relay UE could rely on information received from the remote UE.  Specifically, configuration of the second hop can be done using one of two options:

1) Option 1: The TX remote UE obtains the second hop configuration (i.e., TX UE configuration for the relay UE, and RX configuration for the peer remote UE) from the QoS profile and sends it to the relay UE.  
2) Option 2: The relay UE obtains the second hop configuration (i.e., TX UE configuration for the relay UE, and RX configuration for the peer remote UE) from the QoS profile or related information sent by the TX UE.

Option 2 may be more scalable to the multihop scenario as it avoids transmitting full configuration parameters of the multiple hops over the entire chain of UEs (i.e., the TX remote UE would require sending the configuration for all of the hops).  On the other hand, option 2 requires consistent network configuration across different cells and/or pre-configuration, since the remote UE and the relay UE may be in different coverage scenarios or under the control of different cells/gNBs.
Proposal 4:
RAN2 decides which of the following options are used to configure lower layers of the second hop: 1) TX remote UE receives RLC, MAC, and PHY configuration parameters associated to the QoS profile from (pre)configuration and sends them to the relay, or 2) Relay UE receives RLC, MAC, and PHY configuration parameters associated to the QoS information provided by the TX remote UE.
The QoS split between the first and second hop would also need to be configured.  We think this can be done similar to the other parameters, so that the remote UE decides (possibly based on the QoS profile) an appropriate split between the first and second hop and informs the relay UE of the remaining QoS.  Furthermore, depending whether any of the two transmitting UEs (TX remote UE or relay UE) are configured in mode 1, it may be necessary to report the portion of the QoS split to the network for proper mode 1 scheduling.

Proposal 5:
The TX remote UE determines the QoS split and sends the second-hop portion to the relay UE.

Proposal 6:
If the TX remote UE and/or the relay UE are in RRC_CONNECTED, this UE informs its gNB of the portion of the QoS split over its hop.
The sequencing of configuration for the relay case also needs to be considered.  In theory the lower layers can be configured in any order (second hop first, or first hop first).  However, it would be advantageous to ensure both links can be configured together, since meeting QoS requires configuring parameters over the two links which are consistent with eachother. 
Proposal 7:
A joint success/failure procedure is performed at the lower layers, that is, the success/failure in configuring one hop (e.g., the first hop) depends on the success failure in configuring the other hop (e.g., the second hop).

Regarding the timing of the upper layer configuration and lower layer configurations, again, this can be done in any order as the assumption is that the configuration procedures are performed over different unicast links (end to end unicast link for upper layer configuration and hop by hop unicast link for lower layer configurations).  While one advantage of performing end to end configuration first, is that it avoids the more expensive procedure of hop by hop configuration if the end to end configuration fails.  On the other hand, if lower layer configuration is performed first, SRB for the end to end configuration can use lower layer configuration parameters that have already been established.

Proposal 8:
Upper layer (SDAP, PDCP) and lower layers (RLC, MAC, PHY) are configured using SRBs associated with different unicast links.

Proposal 9:
RAN2 discusses two options for sequencing of configuration of upper and lower layers: 1) Remote UEs initiate/completes end-to-end configuration of upper layers before hop-by-hop configuration of lower layers, or 2) remote UEs initiates/completes hop-by-hop configuration of lower layers before end-to-end configuration of upper layers.
While the majority of QoS can be achieved by QoS-profile-based configuration (as in legacy), one issue that is specific to UE-to-UE relays is service interruption caused by relay (re)selection.  Specifically, a service between two remote UEs will exhibit significant data loss as a result of relay (re)selection due to the need to tear down the unicast link.
In U2N relays, data loss following path switch can be avoided by PDCP re-establishment.  However, for UE-to-UE relays, relay (re)selection may result in tearing down the end-to-end unicast link, making PDCP re-establishment not possible.  Inter-layer interaction could be designed to avoid releasing end-to-end unicast link, despite releasing the hop-by-hop links.  Alternatively, relay (re)selection rules can be tailored to avoid/delay performing reselection when there is significant traffic (to reduce the amount of data lost) or identify/measure possible relays in advance of the reselection (to reduce the latency of the reselection procedure).  In either case, we think the issue should be addressed in Rel18.  

Proposal 10:
RAN2 addresses data loss/latency caused by relay (re)selection in UE-to-UE relaying when there is ongoing traffic between remote UEs.

Optimizations for end-to-end latency can also improve QoS. In particular, the timing associated with transmissions in the second hop is dictated by the transmissions in the first hop, and having completely independent scheduling on each of the hops leads to suboptimal operation.  Furthermore, it may become impossible to meet QoS of certain services, particularly when extending UE-to-UE relaying to multiple hops.  RAN2 should therefore work on scheduling-related techniques to optimize end to end latency.  

Proposal 11:
RAN2 can work on optimizing end-to-end latency in the presence of a relay once basic configuration procedures are completed and service interruption issue is addressed.

Since SA2 is also looking at QoS for UE-to-UE relays, they should be informed of RAN2s scope of work related to QoS.

Proposal 12:
RAN2 informs SA2 of the agreements on QoS.

2.2 Adaptation Layer for UE-to-UE Relays

Discussion on adaptation layer for UE-to-UE relays started at RAN2#121 [1].  One main difference in routing compared to UE to NW relaying is that different destinations are possible in both directions, compared to UE to NW relay where there is only a single destination in one direction (the uplink to the gNB).  One unresolved issue due to this difference is whether multiplexing traffic to different destinations in the same RLC channel on the first hop should be allowed.      

FFS if multiplexing of different destinations in the same RLC channel is supported.

In our view, this scenario is no different than the multiplexing of traffic for different remote UEs in the same DL Uu RLC channel that is allowed in the UE-to-NW case.  To ensure greater scalability of relaying without the need to create unnecessary large number of SL-LCHs, this multiplexing should be allowed.      

Proposal 13:
Traffic for multiple destination UEs can be multiplexed by a remote UE on the same SL-RLC channel on the first hop.  

Additional questions related to the IDs to be used in the adaptation layer were also discussed at the last meeting:

FFS if the IDs are different (e.g., source and destination UE IDs) or common (e.g., a local ID for the pair).

FFS whether both UE IDs are included in the header or the relay UE does a mapping.

We think the source/destination L2 IDs can be re-used as is, without the need to introduce a new ID, and the complexity associated with how to derive this ID and which UE assigns it.  Furthermore, to perform the routing, the UE IDs can be included in the adaptation layer header, as is the case with UE-to-network relays where the UE ID is included in the header.  To maintain a consistent format for the adaptation layer on both hops, both source and destination UE IDs can be included.

Proposal 14:
Include both UE IDs (e.g., source and destination L2 UE IDs) in the adaptation layer header on both hops.  

Regarding the mapping from ingress to egress, there are two facets to this for the case of UE-to-UE relays.  Firstly, the routing via the different relay UEs is determined based on relay selection.  Determination of the L2 IDs of each unicast link is determined by upper layers, and this part of the mapping decision should therefore come from upper layers.
Proposal 15:
Adaptation layer mapping for ingress unicast link/L2 ID pair to egress unicast link/L2 ID pair is configured by upper layers. 

On the other hand, SL-LCH mapping is related to QoS and this should follow the same principle as lower-layer parameter configuration.  Specifically, the QoS flow/profile should dictate the mapping or allowable mappings between ingress and egress LCH, and whether this is determined by the TX remote UE (and provided to the relay) or determined by the relay UE itself can be further discussed after configuration parameter selection is finalized. 
Proposal 16:
Adaptation layer mapping for ingress LCH to egress LCH is (pre)configured based on the QoS profile of the end-to-end bearer.  FFS whether obtained by the TX remote UE or the relay UE. 

3 Conclusion
In this contribution, the following observations were made on QoS and Adaptation Layer for UE-to-UE relays:
Observation 1:
L3 U2U relaying can make use of legacy unicast link configuration procedure carried out by the remote UE and the relay UE.

Based on this, the following conclusions are made.

Proposal 1:
The TX remote UE receives end-to-end SDAP and PDCP configuration parameters associated with the QoS profile from (pre)configuration.  

Proposal 2:
The TX remote UE sends the RX-related configuration parameters to the RX UE via end-to-end PC5-RRC signalling. 

Proposal 3:
The TX remote UE receives RLC, MAC, and PHY configuration parameters associated to the QoS profile from (pre)configuration.  FFS how to distinguish parameters associated with relaying compared to parameters associated with a direct link.

Proposal 4:
RAN2 decides which of the following options are used to configure lower layers of the second hop: 1) TX remote UE receives RLC, MAC, and PHY configuration parameters associated to the QoS profile from (pre)configuration and sends them to the relay, or 2) Relay UE receives RLC, MAC, and PHY configuration parameters associated to the QoS information provided by the TX remote UE.

Proposal 5:
The TX remote UE determines the QoS split and sends the second-hop portion to the relay UE.

Proposal 6:
If the TX remote UE and/or the relay UE are in RRC_CONNECTED, this UE informs its gNB of the portion of the QoS split over its hop.

Proposal 7:
A joint success/failure procedure is performed at the lower layers, that is, the success/failure in configuring one hop (e.g., the first hop) depends on the success failure in configuring the other hop (e.g., the second hop).

Proposal 8:
Upper layer (SDAP, PDCP) and lower layers (RLC, MAC, PHY) are configured using SRBs associated with different unicast links.

Proposal 9:
RAN2 discusses two options for sequencing of configuration of upper and lower layers: 1) Remote UEs initiate/completes end-to-end configuration of upper layers before hop-by-hop configuration of lower layers, or 2) remote UEs initiates/completes hop-by-hop configuration of lower layers before end-to-end configuration of upper layers.

Proposal 10:
RAN2 addresses data loss/latency caused by relay (re)selection in UE-to-UE relaying when there is ongoing traffic between remote UEs.

Proposal 11:
RAN2 can work on optimizing end-to-end latency in the presence of a relay once basic configuration procedures are completed and service interruption issue is addressed.

Proposal 12:
RAN2 informs SA2 of the agreements on QoS.

Proposal 13:
Traffic for multiple destination UEs can be multiplexed by a remote UE on the same SL-RLC channel on the first hop.  

Proposal 14:
Include both UE IDs (e.g., source and destination L2 UE IDs) in the adaptation layer header on both hops.  

Proposal 15:
Adaptation layer mapping for ingress unicast link/L2 ID pair to egress unicast link/L2 ID pair is configured by upper layers. 

Proposal 16:
Adaptation layer mapping for ingress LCH to egress LCH is (pre)configured based on the QoS profile of the end-to-end bearer.  FFS whether obtained by the TX remote UE or the relay UE. 
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