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1. Introduction
In RAN2#119-bis-e, the RAN2 aspects of AI/ML study for NR air interface were discussed for the first time and the following initial assumptions and agreements were made [1]:

Some initial assumptions/agreements on the work: 

· Assume that RAN2’s work can be somewhat split: A) use-case-centric configuration, signalling and control procedures, B) management of data and AI/ML models (where part of discussion may overlap between use cases).
· Assume that e.g., for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capabilities has a role in this. 

· Chair assumes that we will input on various aspects when the time is right, and e.g. postpone things that obviously need R1 decisions, but there could be some rare exception. 
· R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 

· R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

· R2 assumes that a model is identified by a model ID. Its usage is FFS. 

· General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

Some working assumptions were made in RAN2-120.
	· R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 

· R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 


In this contribution, we discuss aspects related to model management in different RRC states in RAN and also handling mobility among networks whose AI-ML models are not interoperable.
2. Discussion
2.1. Model management across RRC states and subsequent UE sessions
In RAN2#120, a working assumption was made that AI/ML model can be identified by a model ID. However, persistence of a model ID across RRC states is open and discussed below.

An AI/ML model generation requires a lot of data which could be sourced from entities inside the network or from the UEs. There are going to be use-cases in the RAN where UE-specific aspects are required on top of a generic network trained model. This entails that some two-sided AI-ML models UE-specific in nature. Data driven algorithm and policy generation is expensive and should not be lost during RRC state transition of a UE.
Hence, the UE-specific data collected, and the generated model should be available for re-use across RRC state transitions and even in a new session starting from RRC_IDLE.
Observation 1: UE-specific AI-ML models should be available for re-use across RRC state transitions and even in a UE’s new session starting from RRC_IDLE.

The same is applicable even when a UE undergoes mobility between NG-RAN nodes belonging to two different networks employing different AI-ML models i.e an AI-ML model is generated for a UE by an NG-RAN node belonging to network A may not be supported or interoperable at another NG-RAN node belonging to network B. In the scenario of the UE returning back to the same or another NG-RAN node belonging to an earlier network i.e network A, for example, if a UE was originally in an NG-RAN node A1 (belonging to network A) and underwent mobility to another NG-RAN node B1(belonging to network B) and returns to A1 or A2, the AI-ML model that was generated when the UE was originally with A1 should be available for re-use at both A1 and A2, if the UE eventually returns.
Observation 2: UE-specific AI-ML models should be available for re-use in case of UE mobility across NG-RAN nodes of networks employing different AI-ML models which are not interoperable and UE returning to an earlier network NG-RAN node.
Proposal 1: UE-specific AI-ML models should be available for re-use across RRC state transitions and new UE sessions as well in the scenario of a UE returning to an earlier network NG-RAN node after undergoing NG-RAN node mobility to a network employing a different non-interoperable AI-ML model.
2.2. Model retrieval across RRC states and UE sessions
In summary, we consider the below two scenarios where UE-specific model is expected to be available for re-use, 

· For a UE undergoing RRC state transitions or entering a subsequent new session from RRC_IDLE (after the AI-ML model has been generated first time)

· For a UE undergoing inter NG-RAN node mobility to a NG-RAN node using a non-interoperable AI-ML model and returning to an earlier network NG-RAN node,

For any UE-specific model to be available for re-use, we consider the below aspects are very important.

1. A persistent unique network allocated UE-identifier, which remains accessible across RRC state transitions and UE sessions. This could be specific to network nodes using a common AI-ML model. 

2. A zone identifier which can enable the UE determine validity of an AI-ML model in a given NG-RAN node. 


By storing the AI-ML model corresponding to the persistent UE-identifier at both UE and the network, AI-ML model could be retrieved and re-used. 
We propose to discuss and analyse if the model ID could be used to compliment the requirement of a persistent unique network allocated UE-identifier.
Observation 3: A persistent unique network allocated UE-identifier and a zone identifier to establish validity of the UE-identifier, is essential to enable re-use of UE-specific AI-ML model under all circumstances.

Considering the above, we propose:

Proposal 2: RAN2 to discuss mechanisms to enable re-use of UE-specific AI-ML models under all scenarios presented above. 

3. Conclusion
In this contribution, the issues of AI/ML model identification, performance monitoring and model transfer were discussed, and it was observed that:

Observation 1: UE-specific AI-ML models should be available for re-use across RRC state transitions and even in a UE’s new session starting from RRC_IDLE.
Observation 2: UE-specific AI-ML models should be available for re-use in case of UE mobility across NG-RAN nodes of networks employing different AI-ML models which are not interoperable and UE returning to an earlier network NG-RAN node.

Observation 3: A persistent unique network allocated UE-identifier and a zone identifier to establish validity of the UE-identifier, is essential to enable re-use of UE-specific AI-ML model under all circumstances.
We have the following proposals.
Proposal 1: UE-specific AI-ML models should be available for re-use across RRC state transitions and new UE sessions as well in the scenario of a UE returning to an earlier network NG-RAN node after undergoing NG-RAN node mobility to a network employing a different non-interoperable AI-ML model.
Proposal 2: RAN2 to discuss mechanisms to enable re-use of UE-specific AI-ML models under all scenarios presented above. 
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