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Introduction
During RAN2 #121 meeting, the existing data collection frameworks are summarized and compared from different aspects, e.g. supported payload size, content to be collected, E2E latency, etc. However, what type of data needs to be collected for AI/ML purpose and existing data collection frameworks are sufficient enough requires further analysis. 
In this contribution, we first discuss the types of data that needs to be collected. For each type of data, we discuss the collection/transmission requirement and analyze whether further optimization is required.
Discussion
The comparison among existing data collection framework was endorsed in R2-2302286 [1]. In this contribution, we discuss the characteristic of different types of data collection, and select the suitable data collection framework by mapping to the supported characteristic of one data collection framework in the comparison table.
Data collection for model training
The data collected for model training purpose not only includes input data for model training, but also includes a set of data that can be used for model validation and model testing. Depends on whether data is collected for online training or offline training, the data collection requirement could be different. 
For online training, the data is collected in a real-time manner, i.e. the model can be trained continuously with a small set of data as input. However, for offline training, the dataset is usually used once throughout the entire model for training model weights and parameters. Normally, the dataset is considered large to contain various scenario to generate a suitable model, either unified model or site/configuration/scenario-specific model. 
It is discussed in our companion contribution [2], offline training is proposed to be prioritized during Rel-18 discussion, considering the complexity and consuming resource online training may take. For air interface, comparing transmitting real-time data for online training, it is more challenging to transfer a large set of data at once.
However, with the assumption that offline training is used, no matter it’s two-sided model (where training dataset synchronization is required) or single-sided model, there’s also no need to transmit the large size of dataset over the air interface, since such sharing and synchronization between network and UE can also be done in an offline manner.
Proposal 1: Large size of dataset for offline training is transmitted between network and UE, which is outside of 3GPP. 
Data collection for model inference
The second type of data to be collected is used for model inference purpose. Compared with large size of dataset used for offline training, it is similar with data used for online training, which is collected and report in real-time manner and size of collected data is usually small. 
For current use cases studied in RAN1, the model inference for those use cases (e.g. CSI, BM, positioning) only runs when the UE is in RRC_CONNECTED state. Though the detailed inputs for model inference requires further input from RAN1 based on their performance evaluation, it is straightforward to see that the considered input data used for CSI, BM is related to measurement (L1/L3), and for positioning may also require location information reporting (on top of locationInfo in MDT framework). The detailed required input for model inference needs to wait for RAN1 further input.
Though RRM measurement as well as some L3 cell/beam measurements via immediate MDT are both carried via MeasResults, the key different (highlighted) between the two, as summarized in RAN2 #121 meeting, is the termination location at the network side for the data collection and whether user consent is respected or not.
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1. Procedure latency:
0. Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
0. ~20ms (RRC)
1. Other latency:
0. Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
0. Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
0. 20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.



Though the termination of immediate MDT is at OAM, since the measurement report is still signalled over RRC messages, as captured in the above table, it is possible for the gNB to interpret the measurement report and use it for model inference. Furthermore, since user privacy is important for AI/ML’s adoption in 3GPP network, immediate MDT framework is considered more suitable for collecting data for model inference, which is more user consent driven.
Proposal 2: RAN2 assumes immediate MDT framework is used as baseline for model inference data collection. The detailed input used for model inference in different use case and whether CSI reporting is considered for CSI sub use case(s) is up to RAN1. 
Data collection for model monitoring
Following agreements were reached during RAN1 #110bis-e meeting:
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures


Additionally, for beam management and positioning optimization use case, following agreements on model monitoring are agreed:
	Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
·  UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered

Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network



It can be observed that the model monitoring can be summarized in following two aspects:
1) monitoring wireless related system performance or measurement: it can be defined per use case, considering UE throughput, packet delay, etc. For example, system performance KPIs, beam measurement, UE location in above RAN1 agreement.
2) monitoring model performance feedback: this includes inference accuracy, model bias, model variance, confidence level, drift detection of input/output data, etc. This information is generated by model inference function. For example, inference accuracy, AI/ML signalling overhead, computation and memory cost, power consumption, ground truth label, etc in above RAN1 agreement.
For the wireless related performance/measurement, similar as data used for model inference, if it is associated with a specific measurement object, RRM measurement can be used as baseline. Otherwise, immediate MDT framework can be reused. 
Proposal 3: Depends on further RAN1 input, RRM measurement and immediate MDT framework can be considered as baseline for model monitoring wireless performance related data collection. Whether CSI reporting can be used is up to RAN1.
For model performance feedback, as discussed in our companion contribution [2], since the location of model monitoring is either located at gNB or UE. For model monitoring at network side, the collection of model performance feedback could be terminated at gNB. Additionally, since model performance feedback is model-specific and does not touch user privacy issue, there’s no need to consider user privacy when reporting model performance feedback. Hence, RRM measurement could be considered to enhance for model performance feedback data collection. 
Proposal 4: RRM measurement framework is considered as baseline for model monitoring model performance feedback data collection.
Summary
	Data type
	Framework can be used as baseline

	Data collection for model training
	Offline (outside of 3GPP)

	Data collection for model inference 
	Immediate MDT framework
CSI reporting for CSI use case (up to RAN1)
LPP for positioning use case (up to RAN1)

	Data collection for model monitoring (wireless domain)
	RRM measurement
CSI reporting for CSI use case (up to RAN1)
LPP for positioning use case (up to RAN1)

	Data collection for model monitoring (LCM-related and model specific, e.g. model accuracy, bias, variance, etc)
	RRM measurement

	Associated information for data collection
	Implicitly indicated by model meta data


Proposal 5: RAN2 to consider above summary table of framework used for different types of data collection as baseline in the TR.
Conclusion
In this contribution, we analyze different types of data to be collected for different LCM purpose and select the suitable data collection framework for transmission, with following observations and proposals:
Proposal 1: Large size of dataset for offline training is transmitted between network and UE, which is outside of 3GPP. 
Proposal 2: RAN2 assumes immediate MDT framework is used as baseline for model inference data collection. The detailed input used for model inference in different use case and whether CSI reporting is considered for CSI sub use case(s) is up to RAN1. 
Proposal 3: Depends on further RAN1 input, RRM measurement and immediate MDT framework can be considered as baseline for model monitoring wireless performance related data collection. Whether CSI reporting can be used is up to RAN1.
Proposal 4: RRM measurement framework is considered as baseline for model monitoring model performance feedback data collection.
Proposal 5: RAN2 to consider below summary table of framework used for different types of data collection as baseline in the TR.
	Data type
	Framework can be used as baseline

	Data collection for model training
	Offline (outside of 3GPP)

	Data collection for model inference 
	Immediate MDT framework
CSI reporting for CSI use case (up to RAN1)
LPP for positioning use case (up to RAN1)

	Data collection for model monitoring (wireless domain)
	RRM measurement
CSI reporting for CSI use case (up to RAN1)
LPP for positioning use case (up to RAN1)

	Data collection for model monitoring (LCM-related and model specific, e.g. model accuracy, bias, variance, etc)
	RRM measurement

	Associated information for data collection
	Implicitly indicated by model meta data
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