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1	Introduction
This contribution gives a short overview of the status of the XR work in SA4.
2	Status
Since the last RAN2 meeting, the following has happened on SA4 side for XR:
-	For the Immersive Real-time Communication for WebRTC (iRTCW) work, SA4 has agreed a new use case for XR streaming over WebRTC [S4-230389].
-	For the Traffic Models and Quality Evaluation Methods for Media and XR Services in 5G Systems (FS_XRTraffic) study, SA4 has agreed some updates to TR 26.926 on the content delivery model and uplink model, including the LS content on Pose Information we received earlier [S4-230089].
-	For the 5G Real-Time Transport Protocols (5G_RTP) work, SA4 has discussed PDU Sets transport, PDU Set marking, importance and corresponding header extensions but has not agreed anything yet.
-	For the Media Capabilities for Augmented Reality (MeCAR) work, SA4 has agreed: 
-	XR Device and Format [S4-230093]:


Figure 1: AR UE device architecture
-	Aligning MeCAR UE architectures on the XR Client generic architecture [S4-230212];
-	Metrics Framework including relevant KPIs for XR and AR [S4-230095], for instance:
-	Display refresh rate: 60 Hz minimum, 90 Hz acceptable, 120 Hz and beyond desired;
-	Field of view: 30 by 20 degrees acceptable, 40 by 40 degrees desired;
-	Resolution per eye for 30 x 20 degrees: 1.5K by 1K per eye required, 1.8K by 1.2K desired;
-	Resolution per eye for 40 x 40 degrees: 2K by 2K required, 2.5 K by 2.5 K desired;
-	Tracking frequency: at least 1000Hz;
-	Maximum available power: AR Glass: below 1 W, typically 500mW;
-	Timing model for XR pose delivery [S4-230390];
-	Provision of transparency information [S4-230392].
-	A new Rel-18 work item on Immersive Audio for Split Rendering Scenarios (ISAR) was agreed (completion target 03/2024), which aims to develop solutions for immersive binaural audio on head-tracked devices that are compatible with the envisaged split architectures for AR/XR [SP-230167].
-	An LS on the Design of RTP Header Extension for PDU set handling was sent to SA2, cc RAN2 asking for clarifications [S4-230419].
 



image1.emf
5G XR Device

Sensors Cameras

Buffer

Display

Speakers

XR Application

User Input

5G System

Media Access 

Functions

XR Runtime

Micro-

phones

MAF

API

Presentation 

Engine

(incl. Rendering)

Scene Description

Uplink compressed media

Downlink compressed media

Audio

Subsystem

Visual 

Composition

Visual

Renderer

Audio

Renderer

Video 

Codecs

Audio

Codecs

XR Source 

Management

XR 

Runtime

API

XR Media and Metadata (Pose, Sensor, etc.)

Metadata

Codecs

Scene 

Manager

Primitives Buffers

Runtime

Functions 

(Tracking, 

SLAM, et.)


Microsoft_Visio_Drawing1.vsdx
5G XR Device
Sensors
Cameras
Buffer Display
Speakers
XR Application
User Input
5G System
Media Access Functions
XR Runtime
Micro- phones
MAF
API
Presentation Engine
(incl. Rendering)
Scene Description
Uplink compressed media


Downlink compressed media


Audio Subsystem
Visual  Composition
Visual
Renderer
Audio
Renderer
Video Codecs
Audio
Codecs
XR Source Management
XR RuntimeAPI
XR Media and Metadata (Pose, Sensor, etc.)



Metadata Codecs

Scene Manager
Primitives Buffers


Runtime Functions (Tracking, SLAM, et.)



