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1. Introduction

In RAN2#121 meeting, the following agreements were made for data collection [1]:
· Endorse the table as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 

· Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose 

In this contribution, we try to continue evaluation on data collection per LCM purpose.
2. Discussion in general 
Based on RAN1 guidance, data collection may be performed for different LCM purposes, e.g., model training, model inference, model monitoring, model selection, model update [4]. In the following sub-clauses, we will address data collection issue per LCM purpose.
Before going to details, the representative sub-use cases for CSI enhancement, beam management and positioning are listed below for information:

For CSI enhancement:

Sub-use case1: Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case.
Sub-use case2: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.

For CSI enhancement Sub-use case1, three training types are further considered [6]:

Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:

· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.

· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW

· Other collaboration types are not excluded. 

For beam management: 
Sub-use case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams.
Sub-use case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.

For positioning [4]:

· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Before discussing which data collection framework is suitable for data collection for each LCM purpose, we can first consider where the collected data for each LCM purpose is terminated. Different terminated entity for data collection may result in different data collection signaling/framework, so it should be considered as one of the factors to address the data collection framework selection issue for each LCM purpose.

Proposal1: Where the collected data for each LCM purpose is terminated should be considered as one of the factors to address the data collection framework selection issue for each LCM purpose.
2.1 Data collection for model training
In our companion contribution [9], we have one point that even for UE side model, it may be better to consider offline model training is located at network side instead of UE side due to multiple UE vender and UE capability issue. On top of this, we think the data collection procedure for offline model training should be terminated at network side. Because if offline model training happens at network side, it’s nature that the collected data should be terminated at network side to work as the offline training inputs. Strictly speaking, UE may collect some kinds of data for network side offline training but the collected data from UE side should be reported to network finally.
More specific, it’s still too early to say that the entity hosting Data collection for offline training should be the same with the entity hosting offline model training even if co-location scenario may save some spec work as it can avoid to transferring the collected data to the offline training entity in separate procedure, but the offline training location candidates raised in [9] can give some hint to discuss the data collection terminated entity issue for offline training for CSI enhancement and beam management use cases, so we have the following proposal:
Proposal2: For CSI enhancement and beam management use cases, RAN2 assumes data collection for offline training is terminated at OAM or gNB or gNB-CU.
FFS: whether to consider gNB-DU as data collection terminated entity for offline training for network side/UE side model.
Note: Whether the entity hosting Data collection for offline training is the same with the entity hosting offline model training can be discussed separately.
In RAN2#121 meeting, the following existing data collection frameworks were agreed for further evaluation [1]:

· Logged MDT;
· Immediate MDT;
· L3 measurements;
· L1 measurement (CSI reporting);
· UAI;
· Early measurements;
· LPP.
Each existing data collection framework applies to different conditions. Data collection for offline training also has its own characteristics, we should figure out the key characteristics for Data collection for offline training and then evaluate which existing data collection framework can match the key characteristics for Data collection for offline training. From our side, the following key characteristics can be considered for offline training Data collection:
Characteristic1: data content/data type;
Characteristic2: data volume;
Characteristic3: RRC state to collect data;

Characteristic4: where the collected data for offline training is terminated.
In our view, data collection delay is not critical as we are focusing on offline training, how long the offline training data is collected is not that important.
Firstly, Characteristic3 is easy to consider. CSI enhancement and beam management use cases are both applied to connected mode UE, so the models used for CSI enhancement and beam management use cases need training data collected in connected mode, e.g. L1 CSI measurements. In this sense, Logged MDT and Early measurements data collection frameworks can be ruled out first. Secondly, LPP signaling is terminated at LMF, which is not suitable for CSI enhancement and beam management use cases based on Proposal2, so LPP data collection framework can be excluded also. Thirdly, UAI message is usually to include assistance information to show UE preference, we don’t think Data collection for offline training belongs to this category, so prefer not to consider this data collection framework also. 
For the remaining data collection frameworks, i.e. Immediate MDT/L3 measurements/L1 measurement (CSI reporting), Immediate MDT is terminated at TCE/OAM; while L3 measurements/L1 measurement (CSI reporting) are terminated at gNB, which can meet offline training data collection Characteristic4. Regarding to Characteristic3, these three data collection frameworks are all applied to connected mode. As for Characteristic2, Data collection for offline training may need large number of data, these three data collection frameworks can collect the required data via multiple procedures/reports. More addition, the network can collect offline training data from multiple UEs which can alleviate the data collection burden for a specific UE. For Characteristic1, although this part needs RAN1 input, we still think the above three data collection frameworks can meet the requirements with feasible enhancement.

Based on above analysis, we propose the following:
Proposal3: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks are not considered for data collection for offline training:

· Logged MDT;
· UAI;
· Early measurements;
· LPP.
Proposal4: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks can be further considered for data collection for offline training:
· Immediate MDT;
· L3 measurements;
· L1 measurement (CSI reporting).
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for offline training is not precluded, but should be well justified.
As for positioning use case, the similar analysis done for CSI enhancement and beam management use cases can be considered with minor change. Firstly, where the collected data for offline training is terminated should be considered. The offline training location candidates raised in [9] can give some hint to discuss the data collection terminated entity issue for offline training for positioning use case, so we have the following proposal:

Proposal5: For positioning use case, RAN2 assumes data collection for offline training is terminated at LMF or gNB or gNB-CU.

FFS: whether to consider gNB-DU as data collection terminated entity for offline training for network side/UE side model.
Note: Whether the entity hosting Data collection for offline training is the same with the entity hosting offline model training can be discussed separately.
Firstly, Characteristic3 is easy to consider. positioning use case is applied to connected mode UE, so the models used for positioning use case need training data collected in connected mode, e.g. PRS measurements. In this sense, Logged MDT and Early measurements data collection frameworks can be ruled out first. Secondly, UAI message is usually to include assistance information to show UE preference, we don’t think Data collection for offline training belongs to this category, so prefer not to consider this data collection framework also. Thirdly, Immediate MDT is terminated at TCE/OAM, which is not aligned with Proposal5, so we can exclude this data collection framework also.
For the remaining data collection frameworks, i.e. L3 measurements/L1 measurement (CSI reporting)/LPP, L3 measurements/L1 measurement (CSI reporting) are terminated at gNB, while LPP signaling is terminated at LMF, which can meet offline training data collection Characteristic4. Regarding to Characteristic3, these three data collection frameworks are all applied to connected mode. As for Characteristic2, Data collection for offline training may need large number of data, these three data collection frameworks can collect the required data via multiple procedures/reports. More addition, the network can collect offline training data from multiple UEs which can alleviate the data collection burden for a specific UE. For Characteristic1, although this part needs RAN1 input, we still think the above three data collection frameworks can meet the requirements with feasible enhancement.

Based on above analysis, we propose the following:

Proposal6: For positioning use case, RAN2 assumes the following data collection frameworks are not considered for data collection for offline training:

· Logged MDT;
· Immediate MDT;
· UAI;
· Early measurements.
Proposal7: For positioning use case, RAN2 assumes the following data collection frameworks can be further considered for data collection for offline training:

· L3 measurements;
· L1 measurement (CSI reporting);
· LPP.
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for offline training is not precluded, but should be well justified.
2.2 Data collection for Model monitoring
As for data collection for model monitoring, the similar analysis done for offline training data collection can be considered with corresponding change. The model monitoring location candidates raised in [9] can give some hint to discuss the data collection terminated entity issue for model monitoring for CSI enhancement and beam management use cases, so we have the following proposals:

Proposal8: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is triggered by network side, data collection for model monitoring is terminated at gNB or gNB-CU or gNB-DU.

Proposal9: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is triggered by UE side, data collection for model monitoring is terminated at UE.

For the second scenario that model monitoring operation is triggered by UE side, if model monitoring procedure is totally transparent to the network side, UE implementation treatment is sufficient, no need to consider the data collection framework for this case; while if model monitoring procedure needs network side inputs to assist UE side model monitoring, the content of the assistant info from network side is still unclear and the typical use case is also unclear for this case, better to wait for more inputs from RAN1 for this scenario before discussing data collection framework, so we prefer to focus on the first scenario that model monitoring operation is triggered by network side first.
From our side, the following key characteristics can be considered for Data collection for model monitoring:

Characteristic1: data content/data type;

Characteristic2: delay for collected data;

Characteristic3: RRC state to collect data;

Characteristic4: where the collected data for model monitoring is terminated.

In our view, data volume is not critical as the data required for model monitoring is usually small compared to data required for model training, all existing data collection frameworks can meet the data volume requirements for model monitoring.
Firstly, Characteristic3 is easy to consider. The models used for CSI enhancement and beam management use cases work in connected state, it’s nature that data used for model monitoring should be collected from connected mode. In this sense, Logged MDT and Early measurements data collection frameworks can be ruled out first. Secondly, LPP signaling is terminated at LMF, which is not suitable for CSI enhancement and beam management use cases based on Proposal8, so LPP data collection framework can be excluded also. Thirdly, the similar reason for Immediate MDT framework as it’s terminated at TCE/OAM, so Immediate MDT framework is not considered also. 

For the remaining data collection frameworks, i.e. L3 measurements/L1 measurement (CSI reporting)/UAI, remaining data collection frameworks are all terminated at gNB, which can meet model monitoring data collection Characteristic4. Regarding to Characteristic3, these three data collection frameworks are all applied to connected mode. As for Characteristic2, Data collection for model monitoring may need (near)real-time data, these three data collection frameworks can collect the required data within small delay. For Characteristic1, although this part needs RAN1 input, we still think the above three data collection frameworks can meet the requirements with feasible enhancement.

Based on above analysis, we propose the following:

Proposal10: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks are not considered for data collection for model monitoring:

· Logged MDT;
· Immediate MDT;
· Early measurements;
· LPP.
Proposal11: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks can be further considered for data collection for model monitoring:

· L3 measurements;
· L1 measurement (CSI reporting);
· UAI.
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for model monitoring is not precluded, but should be well justified.
As for positioning use case, the similar analysis done for CSI enhancement and beam management use cases can be considered with minor change. Firstly, where the collected data for model monitoring is terminated should be considered. The model monitoring location candidates raised in [9] can give some hint to discuss the data collection terminated entity issue for model monitoring for positioning use case, so we have the following proposal:

Proposal12: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is triggered by network side, data collection for model monitoring is terminated at gNB or gNB-CU or gNB-DU or LMF.

Proposal13: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is triggered by UE side, data collection for model monitoring is terminated at UE.

The same reason raised for CSI enhancement and beam management use cases, we will focus on the first scenario that model monitoring operation is triggered by network side first.
Firstly, Characteristic3 is easy to consider. The model used for positioning use case works in connected state, it’s nature that data used for model monitoring should be collected from connected mode. In this sense, Logged MDT and Early measurements data collection frameworks can be ruled out first. Secondly, Immediate MDT framework is terminated at TCE/OAM, which is not suitable for positioning use case based on Proposal12, so Immediate MDT framework can be excluded also. 

For the remaining data collection frameworks, i.e. L3 measurements/L1 measurement (CSI reporting)/UAI/LPP, L3 measurements/L1 measurement (CSI reporting)/UAI frameworks are terminated at gNB; while LPP framework is terminated at LMF, which can meet model monitoring data collection Characteristic4. Regarding to Characteristic3, these four data collection frameworks are all applied to connected mode. As for Characteristic2, Data collection for model monitoring may need (near)real-time data, these four data collection frameworks can collect the required data within small delay. For Characteristic1, although this part needs RAN1 input, we still think the above four data collection frameworks can meet the requirements with feasible enhancement.

Based on above analysis, we propose the following:

Proposal14: For positioning use case, RAN2 assumes the following data collection frameworks are not considered for data collection for model monitoring:

· Logged MDT;
· Immediate MDT;
· Early measurements.
Proposal15: For positioning use case, RAN2 assumes the following data collection frameworks can be further considered for data collection for model monitoring:

· L3 measurements;
· L1 measurement (CSI reporting);
· UAI;
· LPP.
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for model monitoring is not precluded, but should be well justified.
2.3 Data collection for Model inference/selection/update

We think it’s premature to discuss data collection for Model inference/selection/update as the progress in RAN1 is not significant, so better to wait for more inputs from RAN1 before going to details.
3. Conclusion
In conclusion, we propose the followings:

Proposal1: Where the collected data for each LCM purpose is terminated should be considered as one of the factors to address the data collection framework selection issue for each LCM purpose.
Proposal2: For CSI enhancement and beam management use cases, RAN2 assumes data collection for offline training is terminated at OAM or gNB or gNB-CU.

FFS: whether to consider gNB-DU as data collection terminated entity for offline training for network side/UE side model.
Note: Whether the entity hosting Data collection for offline training is the same with the entity hosting offline model training can be discussed separately.
Proposal3: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks are not considered for data collection for offline training:

· Logged MDT;
· UAI;
· Early measurements;
· LPP.
Proposal4: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks can be further considered for data collection for offline training:

· Immediate MDT;
· L3 measurements;
· L1 measurement (CSI reporting).
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for offline training is not precluded, but should be well justified.
Proposal5: For positioning use case, RAN2 assumes data collection for offline training is terminated at LMF or gNB or gNB-CU.

FFS: whether to consider gNB-DU as data collection terminated entity for offline training for network side/UE side model.
Note: Whether the entity hosting Data collection for offline training is the same with the entity hosting offline model training can be discussed separately.
Proposal6: For positioning use case, RAN2 assumes the following data collection frameworks are not considered for data collection for offline training:

· Logged MDT;
· Immediate MDT;
· UAI;
· Early measurements.
Proposal7: For positioning use case, RAN2 assumes the following data collection frameworks can be further considered for data collection for offline training:

· L3 measurements;
· L1 measurement (CSI reporting);
· LPP.
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for offline training is not precluded, but should be well justified.
Proposal8: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is triggered by network side, data collection for model monitoring is terminated at gNB or gNB-CU or gNB-DU.

Proposal9: For CSI enhancement and beam management use cases no matter which Sub-use case is considered, if model monitoring operation is triggered by UE side, data collection for model monitoring is terminated at UE.

Proposal10: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks are not considered for data collection for model monitoring:

· Logged MDT;
· Immediate MDT;
· Early measurements;
· LPP.
Proposal11: For CSI enhancement and beam management use cases, RAN2 assumes the following data collection frameworks can be further considered for data collection for model monitoring:

· L3 measurements;
· L1 measurement (CSI reporting);
· UAI.
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for model monitoring is not precluded, but should be well justified.
Proposal12: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is triggered by network side, data collection for model monitoring is terminated at gNB or gNB-CU or gNB-DU or LMF.

Proposal13: For positioning use case no matter which Sub-use case is considered, if model monitoring operation is triggered by UE side, data collection for model monitoring is terminated at UE.

Proposal14: For positioning use case, RAN2 assumes the following data collection frameworks are not considered for data collection for model monitoring:

· Logged MDT;
· Immediate MDT;
· Early measurements.
Proposal15: For positioning use case, RAN2 assumes the following data collection frameworks can be further considered for data collection for model monitoring:

· L3 measurements;
· L1 measurement (CSI reporting);
· UAI;
· LPP.
Note1: RAN1 inputs should be considered;

Note2: New data collection framework for model monitoring is not precluded, but should be well justified.
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