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In this contribution, further details on SL consistent LBT failure detection and recovery are discussed, on top of the latest agreements made by RAN2 at the last meeting [1]:
Agreements on SL consistent LBT failure
1: 	Consistent LBT failure does not trigger the UE in RRC idle/inactive to enter RRC connected.
2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
3:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.

Agreements on SL LBT failure indication granularity
1: 	SL LBT failure indication granularity is per SL RB set.

Specifically, the WAs made at the last meeting are first discussed, revised and confirmed, and further details on SL consistent LBT failure detection procedure and recover procedure are then discussed respectively, with solutions also proposed from our perspective.
Discussion
0. [bookmark: OLE_LINK6]WA handling
As it was already agreed that the SL LBT failure indication is in a per SL RB set granularity, in the following WA: the “if” conditions hold for bullet 1, 2 and 4 which can be confirmed, whilst bullet 3 does not hold anymore and needs to be reverted. 
2:	Working assumption:
	- If SL LBT failure granularity is resource pool/RB set, UE uses the MAC CE to report consistent LBT failure to the gNB.
	- If SL LBT failure granularity is resource pool/RB set, the MAC CE indicates SL pool/RB set where SL consistent LBT failure was declared.
	- If SL LBT failure granularity is SL BWP (and the UE declares SL consistent LBT failure, the UE declares SL RLF and the existing RRC message is used for SL RLF indication for all UC connections. FFS on the need of new cause value.
	- If SL LBT failure granularity is resource pool/RB set, UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all resource pools/RB sets.
So, the WA above can be revised and confirmed in the following way:
Proposal 0a: Confirm the working assumptions with the revisions as follows:
· UE uses the MAC CE to report consistent LBT failure to the gNB.
· The MAC CE indicates RB set(s) where SL consistent LBT failure was declared.
· UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
Towards the following WA, since the per SL RB set LBT failure indication was agreed, it can be confirmed that a resource pool/RB set change mechanism can be supported. However, the details on how such resource pool/RB set change need be further discussed including, e.g. whether it should be pool change or SL RB set change, triggers for such change, change/reselection criteria, etc. Such details should be concluded in this meeting, and related discussions are provided in the later sections in this paper. 
3:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
In this sense, RAN2 can now confirm the Need of introducing such a pool/RB set change mechanism, and leave other details as FFS for further discussion in this meeting.
Proposal 0b: Confirm the Need to support the change of resource pool(s)/SL RB set(s) upon SL consistent LBT failure detection. FFS on further details for this mechanism (e.g. pool change vs. SL RB set change, triggers for change, change/reselection criteria, etc.). FFS whether/how the triggered SL consistent LBT failure is cancelled.
0. SL Consistent LBT Failure Detection
How SL consistent LBT failure detection is performed depends on the granularity of SL LBT failure indication. Now that it is already agreed SL LBT failure indication is per SL RB set, it is straightforward that the SL consistent LBT failure detection is also performed at a per SL RB set level. It makes no sense to support SL consistent LBT failure detection with a coarser granularity than SL RB set, e.g. per pool or per SL BWP, anymore. Reason is that, with the per SL RB set LBT failure indication, the UE can now distinguish which specific SL RB set(s), included in a pool/SL BWP, actually suffer from SL LBT failure consistently, so the UE just needs to put on-hold the transmissions and perform recovery procedure in the really problematic SL RB set(s) w/o disturbing the transmissions in other RB set(s) included in the same resource pool/SL BWP. This means, detecting SL consistent LBT failure per SL RB set is optimal from transmission performance perspective. Also, it was pointed out by some companies in earlier meetings that S-SSB transmission opportunities do not below to any resource pool, so it could be difficult to count the S-SSB LBT failure towards any resource pool, which discourages the support of the SL consistent LBT failure detection in a per pool manner. 
To this end, we propose to support SL consistent LBT failure detection per SL RB set, i.e.: SL consistent LBT failure is detected per SL RB set by counting SL LBT failure indications, for all SL transmissions (including PSCCH/PSSCH/PSFCH/S-SSB transmissions), from the lower layer to the MAC entity.
Proposal 1: SL consistent LBT failure is detected per SL RB set by counting SL LBT failure indications, for all SL transmissions (including PSCCH/PSSCH/PSFCH/S-SSB transmissions), from the lower layer to the MAC entity. 
SL consistent LBT failure detection is performed based on the handling of SL_LBT_COUNTER and sl-LBT-FailureDetectionTimer in the MAC. For these two variables, there were agreements reached in RAN2 #119b-e [2] to reuse the similar Timer/Counter handling in NR-U as the baseline:
Agreements in RAN2 #119b-e
6:	Reuse the following MAC behaviors on TIMER/COUNTER handling in NR-U for SL-specific consistent LBT failure detection procedure in SL-U as the baseline:
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is incremented by one.
	- As in NR-U, if an SL-specific LBT failure indication is received from the lower layer, start or restart the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer)
	- As in NR-U, if the SL-specific LBT failure indication counter value is equal to or larger than the SL-specific maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount), consistent LBT failure is triggered/declared by the MAC entity.
	- As in NR-U, if the SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) expires, the SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
	- As in NR-U, if the maximum LBT failure instance count threshold (e.g. sl-LBT-FailureInstanceMaxCount) or SL-specific LBT failure detection timer (e.g. sl-LBT-FailureDetectionTimer) is reconfigured, SL-specific LBT failure indication counter (e.g. SL_LBT_COUNTER) is reset to 0.
Once SL consistent LBT failure detection per SL RB set is supported, what needs to be further discussed is which of the two ways should be supported for the Timer and Counter handling in the MAC: 
· Alt.1: MAC handles multiple sets of {SL_LBT_COUNTER, sl-LBT-FailureDetectionTimer}, each of which is applied for the SL consistent all LBT detection on an associated SL RB set; 
· Alt.2: MAC handles a single set of {SL_LBT, sl-LBT-FailureDetectionTimer}, which is commonly applied for SL consistent LBT failure detection on all SL RB sets. 
In fact, Alt.1 tries to follow the logic of Consistent LBT failure detection on SCells in NR-U, where each SCell is associated with a set of {LBT_COUNTER, lbt-FailureDetectionTimer} operated in parallel with other SCells; whilst Alt.2 is more like the logic of SpCell handling in NR-U, where only one set of {LBT_COUNTER, lbt-FialureDetectionTimer} handled along with the only active BWP thereon.
With SL consistent LBT failure being detected per SL RB set, we think the counter and timer handling should more follow the logic of NR-U for SCells, and Alt.1 should be the right direction to go. Specifically, since RAN1 agreed that a resource pool can include one or more SL RB sets [3], it is possible that the UE selected multiple SL grants that reserve the SL resources on different SL RB sets in parallel, so that different {SL_LBT_COUNTER, sl-LBT-FailureDetectionTimer} are needed to count the SL LBT failure indications for PSSCH/PSCCH transmissions on different RB sets respectively. Also, due to the wide-band operation, RAN1 agreed that the UE in a resource pool can select/reserve SL resources spanning multiple SL RB sets [4] for PSSCH transmission. Then, it is possible that L1 indicates SL LBT failure on more than one SL RB sets for a specific PSSCH transmission, and in this case, using only one {SL_LBT_COUNTER, sl-LBT-FailureDetectionTimer} obviously does not work for the MAC to record the SL LBT failure instances for multiple RB sets indicated from L1 simultaneously.
With above reasoning, Alt.1 is proposed for the {SL_LBT_COUNTER, sl-LBT-FailureDetectionTimer} handling for SL consistent LBT failure detection, and on each SL RB set, the MAC operates the associated {SL_LBT_COUNTER, sl-LBT-FailureDetectionTimer} based on the agreed baseline in RAN2 #119b-e. 
Proposal 2: Each SL RB set is associated with a set of {sl-LBT-FailureDetectionTimer, SL_LBT_COUNTER} maintained by the MAC entity, and MAC behavior on {sl-LBT-FailureDetectionTimer, SL_LBT_COUNTER} handling (agreed as the baseline in RAN2 #119b-e) is carried out per SL RB set.
Though multiple sets of {sl-LBT-FailureDetectionTimer, SL_LBT_COUNTER} are maintained by the MAC, whether the corresponding RRC parameter value for sl-LBT-FailureDetectionTimer and maximum counter threshold value sl-LBT-FailureInstanceMaxCount also need to be (pre-)configured per SL RB set can be further confirmed by RAN2. Configuring one common RRC parameter value applied to all SL RB set seems to have no big problem, but one may also consider configuration flexibility to make them per SL RB set configurations. 
Proposal 3: RAN2 to discuss whether the RRC parameters sl-LBT-FailureDetectionTimer and sl-LBT-FailureInstanceMaxCount should be (pre)configured per SL RB set. 
0. SL Consistent LBT Failure Recovery
2.2.1	Mode-1 and CONNECTED Mode-2
SL consistent LBT failure recovery procedure is first discussed for a Mode-1 UE and a CONNECTED Mode-2 UE. In previous meetings, it was agreed for a UE in Mode-1 or CONNECTED Mode-2, UE reporting of the SL consistent LBT failure to the gNB is supported (using MAC CE as later agreed at the last meeting).
Agreement on consistent LBT failure (RAN2 #119b-e)
7:	Support the mechanism that a mode-1 UE can indicate the SL-specific consistent LBT failure to the gNB. FFS on a mode-2 UE in RRC_CONNECTED

Agreements on mode 2 UE in RRC connected (RAN2 #120)
1: 	In SL-U, support the mechanism that a mode-2 UE in RRC_CONNECTED can indicate the SL-specific consistent LBT failure to the gNB.
Similar to consistent LBT failure recovery in NR-U, enabling reporting of SL consistent LBT failure is intended to leave it to gNB on how to recover the SL consistent LBT failure detected on related SL resources (i.e. SL RB set) for the UE. In particular, upon the reception of SL consistent LBT failure reporting from a Mode-1/CONNECTED Mode-2 UE, the gNB may decide how to avoid subsequent scheduling in problematic resources, whether to perform resource reconfiguration, whether to perform mode-switching and determine when/how the problematic resources are recovered and can be used again. However, it is fully up to gNB implementation to decide how to recover the consistent LBT failure for the UE, regardless of what specific means is finally adopted by the gNB.  
Therefore, we propose that for a Mode-1/CONNECTED mode-2 UE, it is up to gNB implementation on how to recover the SL consistent LBT failure upon the reception of SL consistent LBT failure MAC CE from the UE. Also, similar to consistent LBT failure recovery for SCell in NR-U, after the SL LBT failure MAC CE is reported over Uu w/o LBT failure indication, all the triggered SL consistent LBT failures on the SL RB set(s) for which SL consistent LBT failure was indicated in the transmitted MAC CE are cancelled (with the assumption that the UE only needs to wait for the recovery from gNB after reporting).
Proposal 4: For a UE in Mode-1 or in CONNECTED Mode-2, it is up to gNB implementation on how to recover the SL consistent LBT failure for the UE, upon the reception of SL consistent LBT failure indicated by the UE via MAC CE.
Proposal 5: After the SL LBT failure MAC CE is transmitted w/o LBT failure indication from L1 over Uu, all the triggered SL consistent LBT failure(s) in the SL RB set(s) for which SL consistent LBT failure was indicated in the transmitted MAC CE are cancelled. 
Regarding the specific signalling design of the SL LBT failure MAC CE, the left issue is how to indicate the SL RB set for which SL consistent LBT failure is detected. The specific signalling format depends on how the SL RB sets configured on the SL-U carrier is identified/indexed. RAN1 actually agreed to reuse the NR-U RB set design for SL-U [1]. 
Agreement
SL BWP, SL resource pool in R16/R17 NR SL and RB set in R16 NR-U are reused for SL-U as baseline
In NR-U, RB set(s)are derived based on the rule specified in TS 38.214 [5] and the guard band configurations provided by RRC; there is also a way to index the RB set by bit map as now specified in TS 38.213 [6]. No explicit RB set ID/Index is defined as an RRC parameter in NR-U. Whether this way in NR-U (using bit map to index RB sets) can be inherited to SL-U can be discussed by RAN2, with consideration of latest RAN1 progress. If necessary, RAN2 can ask RAN1 on how such indexing should be done in SL-U via LS.
Proposal 6: RAN2 to discuss how the SL RB sets with triggered SL consistent LBT failure are indexed/indicated in the SL LBT failure MAC CE (e.g. via bitmap). Send LS to RAN1 to ask how to index/identify an SL RB set, if RAN2 cannot make a conclusion.
2.2.2	IDLE/INACTIVE/OoC
Then, we turn to the SL consistent LBT failure recovery procedure for an IDLE/INACTIVE/OoC (out-of-coverage) UE. It was agreed that for an IDLE/INACTIVE/OoC UE, UE reporting of SL consistent LBT failure is not supported [1]. As a result, the UE cannot expect the NW to get aware of whether SL consistent LBT failure is happening to the UE, and thus cannot depend on the NW for the consistent SL recovery in a UE specific manner. Therefore, an IDLE/INACTIVE/OoC UE needs some autonomous recovery mechanism from SL consistent LBT failure, and this is reflected by the below WA reached at the last meeting:
3:	Working assumption: If SL LBT failure granularity is resource pool/RB set, support the change of resource pool/RB set of which consistent SL LBT failure has not been triggered from SL consistent LBT failure by TX UE upon consistent LBT failure detection. FFS whether/how the triggered consistent SL LBT failure is cancelled.
For an IDLE/INACTIVE/OoC UE, we think the UE should generally not continue further transmission (at least not data transmission) on a SL RB set where SL consistent LBT failure is triggered (but not cancelled yet), e.g.: not selecting any SL resources and not allowed to continue using SL resources previously reserved thereon. Otherwise, if the UE can still (re)select resources for data transmission on that SL RB set as it wants, not only is there even higher probability for the UE’s own transmission failure, but the channel congestion on the SL RB set will further deteriorate, resulting in even worse system-level performance. We guess this (i.e. preventing UE from further data transmission on the resources experiencing consistent LBT failure) should be the way to realize the main motivation that the SL consistent LBT failure detection/recover was also supported; otherwise, the value of supporting SL consistent LBT failure handling would vanish for IDLE/INACTIVE/OoC UEs in SL-U.
Observation 1: A main motivation to support SL consistent LBT failure detection/recovery for an IDLE/INACTIVE/OoC UE was to put on-hold UE’s transmission on the resources where SL LBT failure is consistently detected, in order to avoid even more failure of the UE’s own transmission and even worse channel congestion that further deteriorates system-level performance.
Due to the flexibility of resource allocation for PSCCH/PSSCH, it is possible for the UE to (re)select/change resource pools and/or (re)select resources for PSCCH/PSSCH transmissions, when the UE detects SL consistent LBT failure in the SL RB set(s) included in a resource pool. However, this is typically impossible for S-SSB and PSFCH transmissions whose transmission resources are “pre-determined” and cannot be (re)selected as flexibly as PSSCH/PSCCH resources by the UE. As a result, SL consistent LBT failure recovery on different SL channels may not follow exactly the same way. Below, we discuss how to recover SL consistent LBT failure for PSSCH/PSCCH transmission, for S-SSB transmission and for PSFCH transmissions respectively.  
· Recovery for PSSCH/PSCCH transmission
We understand that the above WA to support the change of resource pool/RB set due to SL consistent LBT failure was made towards PSSCH/PSCCH transmission. In SL-U RAN1 still defines resource pool as the sets of resources where the UE selects SL resources (i.e. subchannels) for PSSCH/PSCCH transmission, possibly spanning multiple SL RB sets. That is, the UE still performs resource (re)selection per resource pool, but not per SL RB set. To this end, what really matters from resource allocation perspective is which pool(s) actually include SL RB set(s) that is not facing SL consistent LBT failure and thus can be actually used by the UE to select SL resources for futher transmission therein. In other words, it should be a resource pool change/reselection mechanism that needs to be supported by taking into account the SL consistent LBT failure detected on the SL RB sets included in each resource pool. 
Proposal 7: For an IDLE/INACTIVE/OoC UE, support a resource pool change/reselection mechanism by taking into consideration the SL consistent LBT failure detected on the SL RB sets(s) included in the resource pool.  
Regarding the trigger of such resource pool change/reselection in Proposal 7, there can be the following two options:
· Opt. 1: if SL consistent LBT failure has been triggered and not cancelled on all the RB sets(s) included on a selected resource pool, the UE triggers resource pool change/reselection.
· Opt. 2: if SL consistent LBT failure has been triggered and not cancelled for a certain number of SL RB set(s) included in a selected resource pool with this number exceeding a configured threshold N, the UE triggers resource pool change/reselection.
Above Opt.1 is more straightforward, because once all SL RB set(s) included in a resource pool are experiencing SL consistent LBT failure, there is no more room to find favourable channels for the UE’s PSSCH/PSCCH transmission, and it is wise for the UE to try another resource pool. Compared with Opt.1, Opt.2 is a more preferable option, in case the remaining SL RB set(s) in the selected resource pool (e.g. the last one left) cannot afford sufficient SL resources for the data in buffer. So, Opt.2 seems better from performance perspective, and it can also make the triggers more of NW control.  
Proposal 8: For an IDLE/INACTIVE/OoC UE, RAN2 down-selects the following triggers for the resource pool change/reselection due to SL consistent LBT failure:
· Opt.1: if SL consistent LBT failure has been triggered and not cancelled on all the RB sets(s) included in a selected resource pool, the UE triggers resource pool change/reselection.
· Opt.2: if SL consistent LBT failure has been triggered and not cancelled on a certain number of RB set(s) included in a selected resource pool with this number exceeding a (pre-)configured threshold N, the UE triggers resource pool change/reselection.
After triggering pool change/reselection, the UE should decide which resource pool(s) are the appropriate ones to change/reselect to, i.e. the resource pool change/reselection criteria should be discussed. Similar to the trigger condition, there can also be two candidate options for down-selection: once resource pool reselection is triggered,
· Opt. A: the UE reselects/changes to a resource pool that includes at least one SL RB set w/o triggered SL consistent LBT failure.
· Opt. B: the UE reselects/changes to a resource pool that includes more than M SL RB sets w/o triggered SL consistent LBT failure, where M is a (pre-)configured number. 
Similar to the discussion on Proposal 8, Opt. A is more straightforward and simpler, whereas Opt. B is more favourable from performance perspective. 
Proposal 9: For an IDLE/INACTIVE/OoC UE, RAN2 down-selects the following options for the resource pool reselection/change criterion: once resource pool reselection/change is triggered, 
· Opt. A: the UE reselects/changes to a resource pool that includes at least one SL RB set w/o triggered SL consistent LBT failure.
· Opt. B: the UE reselects/changes to a resource pool that includes more than M SL RB sets w/o triggered SL consistent LBT failure, where M is a (pre-)configured integer. 
Besides the recovery procedure at “pool (re)selection” level, there can also be the case that in a selected resource pool, there is SL consistent LBT failure detected on a portion of SL RB sets included, but having not yet triggered the pool change/reselection (e.g. not yet meeting the trigger condition in P8). In this case, once the resource (re)selection is triggered in such a selected resource pool, the UE should avoid selects any PSCCH/PSSCH resources located in the concerned SL RB(s), which means that potential impacts on resource (re)selection procedure may be needed due to SL consistent LBT failure detection. Take a simple example as in Fig. 1 below: if resource reselection is triggered in the selected resource pool 1 at T1, the UE should only select the SL resources located in SL RB set 1 and/or 2, but not any in SL RB set 0 (having SL consistent LBT failure triggered earlier at T0).
[image: ]
Fig.1: Example for resource reselection impact due to SL consistent LBT failure
Proposal 10: If resource reselection is triggered, an IDLE/INACTIVE/OoC UE shall not select any SL resources located in the SL RB set(s) with SL consistent LBT failure triggered (but not cancelled) in the selected resource pool.
Such a restriction on resource (re)selection could be realized either by the candidate resource exclusion in PHY or by a restriction on resource selection behaviour in MAC. RAN2 needs to conclude how to realize such a resource (re)selection impact due to SL consistent LBT failure (if agreed to be supported). 
Proposal 10a: Further discuss whether Proposal 10 (if agreeable) is supported via candidate resource exclusion in PHY or via a restriction on resource selection behaviour in MAC. If it is supported by PHY, MAC shall indicate the RB set(s) where SL consistent LBT failure is triggered to the PHY. 
Similarly, if a selected SL grant was already reserved by the UE, but later SL consistent LBT failure is triggered on a SL RB set(s) spanned by the reserved SL resources, the UE shall not transmit at least on these SL RB set(s) with triggered SL consistent LBT failure. Take below Fig.2 as an example: UE already reserved the SL resources via a selected SL grant at T1, but later SL consistent LBT failure is triggered at T2 on a part of the SL RB set(s) spanned by the reserved SL resources, i.e. SL RB set 0 in Case A and SL RB set 1 in Case B.
[image: ]
Fig. 2: Example for impact on selected SL grant handling due to SL consistent LBT failure
Theoretically speaking, although the UE is still able to use remaining SL resources on the other SL RB set(s) for subsequent transmissions, it seems questionable whether the remaining resources are still sufficient for the data available for further transmission, and it is also questionable how/whether the UE shall adjust the MCS/TBS to adapt to the buffer status and whether the adjustment will degrade the transmission performance. Also, it is observed that the remaining SL resources usable for further transmission could be different (e.g. SL RB set 1 and/or 2 in Case A, and only SL RB set 0 or 2 in Case B) depending on which specific SL RB set is in trouble, leading to potentially differential handling. All these aspects may also depend on RAN1’s judgement on whether to keep using the remaining resources are really feasible/preferable or not. 
To this end, the simplest way is to not allow the UE to transmit via the selected SL grant anymore and ask the UE to clear the selected SL grant, in case SL consistent LBT failure is detected on any SL RB set(s) spanned by the SL resources reserved by the grant. 
Proposal 11: An IDLE/INACTIVE/OoC UE shall clear the selected SL grant(s), in case SL consistent LBT failure is triggered on any SL RB set(s) spanned by the SL resources reserved by the selected SL grant(s). 
· Recovery for S-SSB transmission
RAN1 agreed to support the R16/R17 S-SSB occasions also for SL-U, whose transmission resources are excluded from configured resource pools [4]. Different from PSSCH/PSCCH whose resources are flexibly selected from resource pools, the S-SSB transmission resources on a given carrier are fixed in frequency, and cannot be flexibly selected by the UE. Also, for a given S-SSB occasion, the UE cannot flexibly dimension the frequency resource size, i.e. not possibly using only a portion of the S-SSB frequency resource for the S-SSB transmission. 
One may consider to simply follow a similar way as discussed above for PSCCH/PSSCH and prohibit the S-SSB transmission on any associated SL RB set(s) where SL consistent LBT failure is triggered. However, if we really do this, due to the nature of S-SSB transmission shown above, it typically means that the UE will eventually fail to transmit the S-SSB on this S-SSB occasion at all and have to wait for the future S-SSB occasion(s) corresponding to the synchronization source selected. This is further likely to result in the risk that loss of sync happens among UEs, which would further result in inter-operability issue among UEs with the failure of inter-UE communication over SL for a period of time (e.g. until the SL consistent LBT failure is cancelled/recovered). 
The only way-out to avoid such loss-of-sync issue seems to be still allowing the UE to transmit S-SSB (as some forms of special signals), regardless of whether SL consistent LBT failure is triggered or not on any of associated SL RB set(s) spanned by the S-SSB occasion. Considering the importance of S-SSB transmission, RAN2 is suggested to discuss how to deal with S-SSB transmission in case of SL consistent LBT failure. 
Proposal 12: For an IDLE/INACTIVE/OoC UE, RAN2 to discuss whether UE’s S-SSB transmission is impacted by SL consistent LBT failure. If yes, RAN2 confirms that a S-SSB transmission is prohibited, if SL consistent LBT failure is detected on any SL RB set associated with the S-SSB transmission occasion.
· Recovery for PSFCH transmission
A bit similar to S-SSB transmission, PSFCH transmission resources are also some forms of “pre-determined” (i.e. by the reception of PSSCH), and cannot be arbitrarily selected by the receiving UE as it wishes. Also, for a PSFCH occasion, UE cannot use only a portion of its frequency resources for PSFCH transmission, i.e. either transmit or not on the whole PSFCH occasion. Therefore, if we, as to PSSCH/PSCCH, simply prevent the PSFCH being transmitted upon SL consistent LBT failure triggered on any associated SL RB set, the PSFCH occasion will be dropped and possible problems, e.g. DTX, can arise. 
However, since PSFCH design in SL-U is still under RAN1 discussion (e.g. whether to have PSFCH occasion spanning more than one SL RB set), and RAN1 agreed to introduce multiple-PSFCH transmissions mechanism which just aims to combat LBT impacts, whether/how we should treat PSFCH transmission upon SL consistent LBT failure detection should be discussed by RAN2, by taking into account RAN1 progress. 
Proposal 13: For an IDLE/INACTIVE/OoC UE, RAN2 to discuss if UE’s PSFCH transmission is impacted by SL consistent LBT failure by taking RAN1 progress into account.

In the WA last meeting, an FFS was left for SL consistent LBT failure cancellation condition, i.e. “FFS whether/how the triggered consistent SL LBT failure is cancelled”. Since this FFS was left along with the WA on resource pool/RB set change and the cancellation condition for Mode-1/CONNECTED Mode-2 was proposed above in Proposal 5 (i.e. based on MAC CE reporting), this FFS is mainly relevant to a cancellation condition for an IDLE/INACTIVE/OoC UE regarding how to judge a SL RB set is recovered from SL consistent LBT failure earlier triggered and can be used again.
Different from a Mode-1/CONNECTED Mode-2 UE where the recovery is assumed to be performed by the gNB upon reception of LBT failure MAC CE, some specified criteria are needed for the IDLE/INACTIVE/OoC UE to cancel the SL consistent LBT failure on the related SL RB set(s) under proper conditions. It is unwise to leave it to UE implementation on when to cancel, since selfish UEs may then arbitrarily cancel the SL consistent LBT failure at any time they want (e.g. immediately cancel it after it is trigger), making the SL consistent LBT failure detected unable to take any effect and eventually making the introduction of SL consistent LBT failure handling goes nowhere. 
From our perspective, there could be the following ways to define cancellation conditions for an IDLE/INACTIVE/OoC UE:
· Option 1: Time based cancellation condition
In this Option, the UE waits for a period of time, and then cancels the SL consistent LBT failure triggered on an SL RB set which is recovered and can be used again. This waiting period can be a (pre-)configured timer, or can be a back-off time selected by the UE within an upper bound (pre-)configured. Detailed solution can be further discussed, if RAN2 concludes to go with this direction. 
· Option 2: Special transmission based cancellation condition
This option is subject to the conclusions of Proposal 12/13: once some special transmissions, e.g. S-SSB and/or PSFCH, are still allowed on the SL RB set with triggered SL consistent LBT failure, UE can decide to cancel it, if such transmissions can later be performed without LBT failure detected. If one thinks depending on only one instance of transmission is not reliable, an accumulated number of such transmissions w/o SL LBT failure can be considered. 
· Option 3: Measurement based cancellation condition. 
Some measurements specific for NR-U was introduced in Rel-16. Similarly, the UE may also be allowed to perform related SL-U measurements (e.g. CO, RSSI, etc.) on the SL RB sets/SL-U carrier, even if SL consistent LBT failure is triggered thereon (irrespective of whether transmissions are prohibited or not). Then based on quality of such measurements, the UE can decide whether the triggered consistent LBT failure can be cancelled on the associated SL RB set(s) where the measurements are acquired. The specific SL-U measurement metric and the criteria to cancel can be further discussed if RAN2 concludes to adopt this way.
RAN2 needs to discuss which options above should be adopted as the SL consistent LBT failure cancellation conditions for IDLE/INACTIVE/OoC UEs. 
Proposal 14: RAN2 to discuss the cancellation conditions for IDLE/INACTIVE/OoC UEs by taking into account the above options:
· Option 1: Time based cancellation condition;
· Option 2: Special transmission based cancellation condition (pending conclusion of Proposal 12/13);
· Option 3: Measurement based cancellation condition. 
Conclusions
[bookmark: _Hlk115201506][bookmark: _Toc502437832]In this contribution, further discussion on SL consistent LBT failure is carried out. Proposals are listed as follows.
To revise/confirm WAs from last meeting, we have the following proposals:
Proposal 0a: Confirm the working assumptions with the revisions as follows:
· UE uses the MAC CE to report consistent LBT failure to the gNB.
· The MAC CE indicates RB set(s) where SL consistent LBT failure was declared.
· UE triggers SL RLF for all UC connections when UE has triggered consistent SL LBT failure in all RB sets.
Proposal 0b: Confirm the Need to support the change of resource pool(s)/SL RB set(s) upon SL consistent LBT failure detection. FFS on further details for this mechanism (e.g. pool change vs. SL RB set change, triggers for change, change/reselection criteria, etc.). FFS whether/how the triggered SL consistent LBT failure is cancelled.

For SL consistent LBT failure Detection, we have the following proposals:
Proposal 1: SL consistent LBT failure is detected per SL RB set by counting SL LBT failure indications, for all SL transmissions (including PSCCH/PSSCH/PSFCH/S-SSB transmissions), from the lower layer to the MAC entity. 
Proposal 2: Each SL RB set is associated with a set of {sl-LBT-FailureDetectionTimer, SL_LBT_COUNTER} maintained by the MAC entity, and MAC behavior on {sl-LBT-FailureDetectionTimer, SL_LBT_COUNTER} handling (agreed as the baseline in RAN2 #119b-e) is carried out per SL RB set.
Proposal 3: RAN2 to discuss whether the RRC parameters sl-LBT-FailureDetectionTimer and sl-LBT-FailureInstanceMaxCount should be (pre)configured per SL RB set. 

For SL consistent LBT failure Recovery, we have the following proposals:
· For Mode-1/CONNECTED Mode-2
Proposal 4: For a UE in Mode-1 or in CONNECTED Mode-2, it is up to gNB implementation on how to recover the SL consistent LBT failure for the UE, upon the reception of SL consistent LBT failure indicated by the UE via MAC CE.
Proposal 5: After the SL LBT failure MAC CE is transmitted w/o LBT failure indication from L1 over Uu, all the triggered SL consistent LBT failure(s) in the SL RB set(s) for which SL consistent LBT failure was indicated in the transmitted MAC CE are cancelled. 
Proposal 6: RAN2 to discuss how the SL RB sets with triggered SL consistent LBT failure are indexed/indicated in the SL LBT failure MAC CE (e.g. via bitmap). Send LS to RAN1 to ask how to index/identify an SL RB set, if RAN2 cannot make a conclusion.
· For IDLE/INACTIVE/OoC
Observation 1: A main motivation to support SL consistent LBT failure detection/recovery for an IDLE/INACTIVE/OoC UE was to put on-hold UE’s transmission on the resources where SL LBT failure is consistently detected, in order to avoid even more failure of the UE’s own transmission and even worse channel congestion that further deteriorates system-level performance.
Proposal 7: For an IDLE/INACTIVE/OoC UE, support a resource pool change/reselection mechanism by taking into consideration the SL consistent LBT failure detected on the SL RB sets(s) included in the resource pool.  
Proposal 8: For an IDLE/INACTIVE/OoC UE, RAN2 down-selects the following triggers for the resource pool change/reselection due to SL consistent LBT failure:
· Opt.1: if SL consistent LBT failure has been triggered and not cancelled on all the RB sets(s) included in a selected resource pool, the UE triggers resource pool change/reselection.
· Opt.2: if SL consistent LBT failure has been triggered and not cancelled on a certain number of RB set(s) included in a selected resource pool with this number exceeding a (pre-)configured threshold N, the UE triggers resource pool change/reselection.
Proposal 9: For an IDLE/INACTIVE/OoC UE, RAN2 down-selects the following options for the resource pool reselection/change criterion: once resource pool reselection/change is triggered, 
· Opt. A: the UE reselects/changes to a resource pool that includes at least one SL RB set w/o triggered SL consistent LBT failure.
· Opt. B: the UE reselects/changes to a resource pool that includes more than M SL RB sets w/o triggered SL consistent LBT failure, where M is a (pre-)configured integer. 
[bookmark: _GoBack]Proposal 10: If resource reselection is triggered, an IDLE/INACTIVE/OoC UE shall not select any SL resources located in the SL RB set(s) with SL consistent LBT failure triggered (but not cancelled) in the selected resource pool.
Proposal 10a: Further discuss whether Proposal 10 (if agreeable) is supported via candidate resource exclusion in PHY or via a restriction on resource selection behaviour in MAC. If it is supported by PHY, MAC shall indicate the RB set(s) where SL consistent LBT failure is triggered to the PHY. 
Proposal 11: An IDLE/INACTIVE/OoC UE shall clear the selected SL grant(s), in case SL consistent LBT failure is triggered on any SL RB set(s) spanned by the SL resources reserved by the selected SL grant(s). 
Proposal 12: For an IDLE/INACTIVE/OoC UE, RAN2 to discuss whether UE’s S-SSB transmission is impacted by SL consistent LBT failure. If yes, RAN2 confirms that a S-SSB transmission is prohibited, if SL consistent LBT failure is detected on any SL RB set associated with the S-SSB transmission occasion.
Proposal 13: For an IDLE/INACTIVE/OoC UE, RAN2 to discuss if UE’s PSFCH transmission is impacted by SL consistent LBT failure by taking RAN1 progress into account.
Proposal 14: RAN2 to discuss the cancellation conditions for IDLE/INACTIVE/OoC UEs by taking into account the above options:
· Option 1: Time based cancellation condition;
· Option 2: Special transmission based cancellation condition (pending conclusion of Proposal 12/13);
· Option 3: Measurement based cancellation condition.  
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