3GPP TSG-RAN WG2 Meeting #121        	                     R2-2301257
Athens, 27 February – 3 March, 2023

Agenda item:	8.16.3
Source:	CMCC
Title:	Discussion on use case specific aspects for AI/ML for NR air interface
WID/SID:	FS_NR_AIML_air
Document for:	Discussion
1 Introduction
In RAN#96-e, the SID for Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air is updated in RP-221348 [1]. The RAN2 related objective is listed as below. 
	· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 


In this contribution, we discuss potential impacts use case specific aspects for AI/ML for NR air interface.
2 Discussion
RAN1 studied three use cases (i.e. CSI feedback enhancement, beam management, positioning accuracy enhancements) and potential sub-use cases since RAN1#109-e. In this contribution, we share the RAN1 agreements on the use cases, and further analysis on the potential RAN2 impacts per (sub-)use case.
2.1 CSI feedback enhancement
2.1.1 sub-use case
During RAN1 discussion, RAN1 has agreed that spatial-frequency domain CSI compression using two-sided AI/ML model and time domain CSI prediction using UE sided model are selected as representative sub-use cases in R18 SI, and there are some other sub-use cases which have been precluded by RAN1 as following agreements.
	RAN1#109-e Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
RAN1#110bis Conclusion 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
RAN1#111 Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   


Observation 1: Spatial-frequency domain CSI compression using two-sided AI/ML model and time domain CSI prediction using UE sided model are selected by RAN1 as representative sub use cases.
Therefore, RAN2 can use spatial-frequency domain CSI compression and time domain CSI prediction sub-use cases as starting point, and discuss the potential impacts on RAN2.  
Proposal 1: RAN2 study the potential spec impacts on spatial-frequency domain CSI compression using two-sided AI/ML model and time domain CSI prediction using UE sided model sub-use cases.
2.1.2 CSI compression
In CSI compression using two-sided AI/ML model use case, RAN1 agreed to further study Type 1 and Type 3 training collaborations and type 2 is de-prioritized in R18.
	[bookmark: _Toc9037]RAN1#110 Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
RAN1#111 Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.


For Type 1, the two-sided AI/ML model which includes a CSI generation part and a CSI reconstruction part is trained at network, and then the trained UE-side CSI generation part will be transferred from network to the UE, or vice versa. The model transfer between UE and network via air interface is needed for Type 1. The model monitoring can be at NW side or UE side based on RAN1 agreement.
Table 2.1.2-1: The locations of AI/ML functionalities
	Options
	Data Collection
	Model Training
	Model Transfer
	Model Inference
	Model monitoring

	Type 1
	gNB
	gNB
	gNB -> UE
	gNB and UE
	gNB

	
	gNB
	gNB
	gNB -> UE
	gNB and UE
	UE

	
	UE
	UE
	UE -> gNB
	gNB and UE
	gNB

	
	UE
	UE
	UE -> gNB
	gNB and UE
	UE


In our RAN1 contribution [2], a basic procedure of AI based CSI feedback with AI model training at network side is shown in Figure 2.1-1, considering the computing capability of mobile terminal is limited, we assume the model training is performed at network side. 


Figure 2.1-1 Procedure with model training at network side for Type 1
The UE take the eigenvectors of channel information computed via CSI-RS as training data. Then, UE reports the training data to network side and then network side could use the training data for model training or model generation. After the AI model is trained at network side, the encoder part of AI model is transmitted to UE. When UE has received CSI-RS and measured the channel information, the UE compresses the measured CSI via the encoder and then report the encoder results to network side. The network will recover the received CSI to eigenvectors or other kinds of channel information via the decoder. However, considering the training data is enormous and the uplink resource is limited, the potential spec impact on the training data reporting should be studied. 
Observation 2: The training data reporting and model transfer in Type 1 has potential spec impacts on RAN2.
For Type 3, the two-sided AI/ML model is trained at network, then the network sends the data set which includes input and output to the UE. After that, the UE trains a UE-sided CSI generation part using the data set. The UE-sided CSI generation part and the network-sided reconstruction part are designed and trained by the UE and network separately. Compared with joint training, there may be the issue of sub-optimal performance and signaling overhead due to data set transmission.
Observation 3: The data set (e.g. input and output) transmission in Type 3 has potential spec impacts on RAN2.
Table 2.1.2-2: The locations of AI/ML functionalities
	Options
	Data Collection
	Model Training
	Model Inference
	Model Monitoring

	Type 3
	gNB and UE
	gNB and UE
	gNB and UE
	gNB

	
	gNB and UE
	gNB and UE
	gNB and UE
	UE


Based on the above analysis, RAN2 can further study the potential signaling and spec impacts for Type 1 and Type 3 training collaborations based on RAN1’progress. 
Proposal 2: RAN2 can further study the potential signaling and spec impacts for Type 1 and Type 3 training collaborations based on RAN1’progress.
For data collection, RAN1 agreed to further discuss the assistance signaling for UE’s and gNB’s data collection. We think RAN2 can also discuss the assistance signaling or information from RAN2 perspective, such as UE history mobility trajectory info which is helpful for model training.
	RAN1#110 Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


Proposal 3: RAN2 can study the assistance signaling or information for data collection in CSI compression using two-sided model use case.
[bookmark: _GoBack]2.1.3 CSI prediction
For time domain CSI prediction using UE sided model sub-use case, RAN2 can study where the AI functionality resides, including data collection, model training, model inference, etc. The following options can be further discussed.
Table 2.1.3-1: The locations of AI/ML functionalities
	Options
	Data Collection
	Model Training
	Model Transfer
	Model Inference
	Model Monitoring

	Option 1
	gNB
	gNB
	gNB -> UE
	UE
	gNB

	Option 2
	gNB
	gNB
	gNB -> UE
	UE
	UE

	Option 3
	UE
	UE
	-
	UE
	gNB

	Option 4
	UE
	UE
	-
	UE
	UE


Proposal 4: RAN2 can discuss where the AI functionality resides for time domain CSI prediction using UE-sided model sub-use case, including data collection, model training, model inference, model monitoring, etc.
2.2 Beam management
RAN1 studied sub-use cases for AI/ML-based beam management and agreed to support BM-Case1 and BM-Case2. The following agreements have been achieved:
	RAN1#109-e Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
RAN1#111 Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side


Based on RAN1 agreements, AI/ML model training and inference at NW side or UE side is at least supported. 
Proposal 5: RAN2 study the potential spec impacts on spatial-domain DL beam prediction (i.e. BM-Case1) and temporal DL beam prediction (i.e. BM-Case2) with UE-sided model and NW-sided model, separately.
In BM-Case 1, the UE measures limited beams belonging to Set B and may report to the network, then the AI/ML model at UE or network can predict the best beam among beams belonging to Set A based on the measured beams. In BM-Case 2, the AI/ML model can predict the best beam among beams belonging to Set A based on limited/same set of beam measurements including historical information. The definition of Set A and Set B, and the potential alternatives are discussed in RAN1.
	[bookmark: _Toc11082]RAN1#110 Agreement
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


For the location of AI/ML functionalities for BM-Case 1 and BM-Case 2, the potential options listed in Table 2.2-1 can be further discussed based on RAN1 agreements.
Table 2.2-1: The locations of AI/ML functionalities
	Options
	Data Collection
	Model Training
	Model Transfer
	Model Inference
	Model Monitoring

	Option 1
	gNB
	gNB
	-
	gNB
	gNB

	Option 2
	UE
	UE
	-
	UE
	UE or gNB or Hybrid

	Option 3
	gNB
	gNB
	gNB -> UE
	UE
	UE or gNB or Hybrid


Proposal 6: RAN2 discuss where the AI functionality resides for beam management use case.
For BM-Case 1, the model inference at NW side and UE side is shown in Figure 2.2-1. In step 2 of (a) and step 3 of (b), the number of reported beam pairs may be larger than the existing maximum number of reported beam pairs (i.e. 4) to increase the prediction accuracy. The potential impacts and enhancements can be considered for model inference. In addition, the signaling, configuration, measurement, report for data collection for model training, monitoring can also be further studied.
        [image: ]     [image: ]
(a) model inference at NW side               (b) model inference at UE side
Figure 2.2-1 BM-Case 1
For BM-Case 2, since some historical information (e.g. for model training or model inference) is needed while L1 signaling size is limited, the further enhancements on RRC reporting can also be considered for data collection.
	RAN1#111 Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered


Proposal 7: RAN2 can study the signaling/configuration/measurement/report for data collection at least for model training, model inference, model monitoring in BM-Case 1 and BM-Case 2.
2.3 Positioning accuracy enhancements
RAN1 studied AI/ML-based positioning accuracy enhancement, agreed the direct AI/ML positioning and AI/ML assisted positioning sub-use cases. For the direct AI/ML positioning, the output of AI/ML model inference is UE location, and for AI/ML assisted positioning, the output of AI/ML model inference is new measurement and/or enhancement of existing measurement. RAN1 will further study the following five cases in positioning accuracy enhancements.
	RAN1#110bis-e Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Observation 4: RAN1 agreed to study five cases in positioning accuracy enhancements.
Proposal 8: RAN2 study the potential impacts on the following cases of AI/ML based positioning accuracy enhancement.
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Proposal 9: RAN2 discuss where the AI functionality resides for positioning accuracy enhancement.
For the LCM procedures, e.g. model inference, model training, model monitoring, RAN1 achieved the following agreements. RAN2 can study the signaling, configuration, measurement, report, assistance information for data collection at least for model training, model inference, model monitoring. 
	RAN1#111 Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data

Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network


Proposal 10: RAN2 can study the signaling, configuration, measurement, report, assistance information for positioning accuracy enhancement at least for model training, model inference, model monitoring.
3	Conclusion
Here are the observations and proposals for use case specific aspects for AI/ML for NR air interface.
CSI feedback enhancement:
Observation 1: Spatial-frequency domain CSI compression using two-sided AI/ML model and time domain CSI prediction using UE sided model are selected by RAN1 as representative sub use cases.
Proposal 1: RAN2 study the potential spec impacts on spatial-frequency domain CSI compression using two-sided AI/ML model and time domain CSI prediction using UE sided model sub-use cases.
Observation 2: The training data reporting and model transfer in Type 1 has potential spec impacts on RAN2.
Observation 3: The data set (e.g. input and output) transmission in Type 3 has potential spec impacts on RAN2.
Proposal 2: RAN2 can further study the potential signaling and spec impacts for Type 1 and Type 3 training collaborations based on RAN1’progress.
Proposal 3: RAN2 can study the assistance signaling or information for data collection in CSI compression using two-sided model use case.
Proposal 4: RAN2 can discuss where the AI functionality resides for time domain CSI prediction using UE-sided model sub-use case, including data collection, model training, model inference, model monitoring, etc.
Beam management:
Proposal 5: RAN2 study the potential spec impacts on spatial-domain DL beam prediction (i.e. BM-Case1) and temporal DL beam prediction (i.e. BM-Case2) with UE-sided model and NW-sided model, separately.
Proposal 6: RAN2 discuss where the AI functionality resides for beam management use case.
Proposal 7: RAN2 can study the signaling/configuration/measurement/report for data collection at least for model training, model inference, model monitoring in BM-Case 1 and BM-Case 2.
Positioning accuracy enhancements:
Observation 4: RAN1 agreed to study five cases in positioning accuracy enhancements.
Proposal 8: RAN2 study the potential impacts on the following cases of AI/ML based positioning accuracy enhancement.
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Proposal 9: RAN2 discuss where the AI functionality resides for positioning accuracy enhancement.
Proposal 10: RAN2 can study the signaling, configuration, measurement, report, assistance information for positioning accuracy enhancement at least for model training, model inference, model monitoring.
4	Reference
[1] RP-221348, Revised SID for Study on AI-ML for NR air interface
[2] R1-2209329 Discussion on other aspects on AI/ML for CSI feedback enhancement CMCC
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