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1. Introduction
This contribution will provide our views per lifecycle management function block for all three agreed AI/ML use cases defined in RAN1, and this contribution is going to be a supplementary for the proposals in another contribution of ours for general aspects [1]. 

2. Discussion
Although there are many disputes and debates in recent RAN1 meetings on different aspects, most of the function blocks of the AI/ML model lifecycle management and their corresponding definitions are almost fixed despite some minor issues still exist. Therefore, we organize our views according to the most noticeable LCM aspects for each use case in the following chapters.

2.1 CSI Feedback Enhancement

The list of sub use cases for CSI feedback enhancements had been expanded in the last RAN1 111 meeting as shown in the following agreement:

	Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high-level principle of other one-sided model sub-cases. 



There are two representative sub use cases for AI/ML CSI feedback: 1) Spatial-Domain CSI compression using two-sided model; 2) Time domain CSI prediction using UE-sided model. However, the evaluation and discussion for the latter sub use case are still ongoing for almost every aspect, and no sound conclusion or agreement were made for this case. Therefore, we select the first sub use case, two-sided CSI feedback model for the discussions in the next few sections.

2.1.1 Data collection and model training

The study on data collection can be applied to all use cases and related lifecycle management framework, as mentioned in our parallel contribution [1], the following two key aspects need to be defined to complete the entire procedure:
· Data contents and related properties such as size, format and so on.
· Data collection mechanism for AI/ML purposes.
The second bullet can be studied on both physical and higher layers, in physical layer, the details on specific data generation such as reference signal measurement and reporting are studied per use case and the general signaling for enabling and managing the data collection procedure is studied in an overall manner, the details are discussed in our parallel contribution [1].
For the first bullet, in CSI feedback enhancements, ground truth labels of the CSI are necessary for at least model training (including fine-tuning), model monitoring and model updating, and the overhead for transferring such ground truth labels has been an issue for a long time. According to our analysis in [2], compared to the labels of right singular vectors, using codebook-based dataset with high resolution quantization as the ground truth label can achieve significant overhead reduction. Therefore, we have the following observation.

Observation 1 Using codebook-based dataset with high resolution quantization (e.g., Rel 16 type-II-like codebook with new parameter values) as the ground truth label can achieve significant overhead reduction compared to legacy ground truth CSI of right singular vectors.

Although the high-resolution quantization of ground-truth CSI can be transmitted per sample, and even UCI can be used to transmit it due to the reduced size. However, the configuration of the data collection (including CSI ground truth) is meant to be flexible, e.g., based on the status of the air interface traffic resources, the network may prefer to configure a bunch of CSI RSs for a consecutive measurement within a long time window so that up to tens or hundreds of measurement results can be transmitted together at one time, in this circumstances, the limited space for UCI cannot be assigned to carry large-scale label transmission, so it is suggested to study the higher layer mechanism, such as RRC signaling for such transmission. Therefore, we have the following proposal.

Proposal 1 For CSI feedback use cases, study higher layer signaling such as RRC message to enable the flexible configurations for transmission of the high-resolution quantization of the ground-truth CSI (e.g., Rel-16 type II codebook with new parameter values) for CSI model training/ inference/ monitoring/ updating.

The following agreement and conclusion for model training types have been made during the last several RAN1 meetings for the model training of AI for CSI feedback. 

	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.



Separate training has been selected as one representative training collaboration type in RAN1, in separate training, gNB performs the training for both encoder and decoder, and the related input and output of the encoder will be sent to UE once upon the competition of the entire training, and UE can make use of the received data for the training in UE side to enable model updating for both sides. For the encoder input, the above-mentioned high-resolution quantization of the ground-truth CSI is a decent choice for overhead saving, because only the corresponding PMIs need to be sent from gNB to UE. Meanwhile, in order to perform separate training based UE-side model updating, other input such as the input-CSI-NW need to be transmitted together, therefore, RAN2 is suggested to study the signaling and procedure for the dataset delivery from gNB to UE for separate training of CSI feedback enhancements.

Proposal 2 For CSI feedback use cases, study the signaling on dataset delivery from gNB to UE for separate training of CSI feedback enhancements, especially the data exchange of high-resolution quantization of the ground-truth CSI.

2.1.2 Model monitoring

The following agreements have been made during the last several RAN1 meetings for the model monitoring of AI for CSI feedback. 

	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring: NW monitors the performance and make decisions of model activation/ deactivation/updating/switching.    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 



Regarding the follow-up actions upon having the monitoring results, we propose to have the “cross-mode” selection mechanism, different actions such as legacy fall-back, model switching and model fine-tuning can be defined as modes, the NW or UE can select one mode for the model as the termination of the previous monitoring procedure. For CSI feedback enhancement, the mode switching mechanism should be considered as dual direction, e.g., falling back from AI/ML-based method to codebook-based, or switching back to AI/ML-based method from codebook-based method. 

Proposal 3 For CSI feedback use cases, study the signalling and procedure for the model mode switching and model selection mechanism. 

2.1.3 Model applicability and matching

The following agreement has been given in the previous RAN2 meeting:

	· RAN2 scope includes procedures, protocols, and signalling for two-sided CSI use case(s), e.g.,  
1. Ensuring UE and gNB side models are configured / applied based on their applicable configurations / scenarios. 
1. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB.
1. Achieving simultaneous (de)activation and switching of the two-sided model.



There must be some information exchange between the gNB and UE to match the models per side, either the gNB gives its configurations to the UE or the UE reports its own supported models to the gNB. From our point of view, there is no priori information for the gNB to know which models can be supported by the UE, so it can send request to the UE for the information reporting. This procedure can be done by UE capability, and the gNB can choose to send pre-configured models for UE’s selection, so that the model applicability and matching can be guaranteed for the two-sided model used in AI/ML feedback enhancements.

Proposal 4 For CSI feedback use cases, study the signalling and procedure of UE capability enhancements for the supported model reporting from UE to gNB.

2.1.4 Model Identification
As described in [1], we propose to have two types of model ID for offline LCM and online LCM procedures respectively. In two-sided AI/ML CSI feedback, the model ID for online LCM can be used to indicate whether UE-sided models can be supported by NW side, e.g., UE reports its model list with offline model ID to the network and will get another model list with attached online model ID assigned by the NW, the elements in the two lists may be different, i.e., the NW may not assign any online number to the model which it considers as non-supportive, therefore, by checking the difference between the two model lists, UE will be able to discriminate which models can be used as part of the two-sided models.

Proposal 5 For CSI feedback use cases, study the signalling and procedure for offline and online model ID, and the mechanism to indicate UE which models can be supported by NW side for two-sided CSI models.
2.2 Beam Management

After several rounds of discussion in RAN1 meetings, the sub use cases had been fixed as shown in the following agreements:

	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range.

Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2.
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2.

Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model.



In this chapter, we mainly focus on the BM-Case1 for our discussions of beam management.

2.2.1 Data collection for model training

The following agreements have been made during the last several RAN1 meetings for the data collection for model training of Beam Management. 

	Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection. 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B.
· Assistance information from Network to UE (If supported).
· Other aspect(s) is not precluded.


For data collection for AI/ML model training, the measurement results for data collection need to be reported from UE to NW for NW-side model, the configuration on RSs to be measured and on reporting should be enhanced if large volume of measurement results is collected. It’s suggested RAN2 to assess the specification impacts on the signaling/configuration of RSs and measurement reporting for data collection.

Proposal 6 For beam management use cases, RAN2 to assess the specification impacts on signaling/configuration of RS and measurement reporting for the data collection.

2.2.2 Model monitoring

The following agreements have been made during the last several RAN1 meetings for the model monitoring of Beam Management. 

	Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB. 
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.



For model monitoring, the performance metric needs to be collected for the performance comparison with pre-defined reference. Signalling/configuration on performance metric /benchmark for model monitor should be study within RAN2 aspects. It’s suggested that RAN2 to assess the specification impacts signaling/configuration on performance metric /benchmark for model monitoring. 

Proposal 7 For beam management use cases, RAN2 to assess the specification impacts on signaling/configuration on performance metric /benchmark for model monitoring. 

2.2.3 Model inference

The following agreements have been made during the last several RAN1 meetings for the model training and inference of Beam Management. 

	Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side


For BM-case 1, when the model is inferred in NW-side, the measured results of Set B need to be reported to NW. The configuration the RS of Set B associated with Set A may be specified in RAN2. On the hand, the configuration on measurement report to support more measurement results (e.g., larger than 4) within one reporting instance also needs study. It’s suggested RAN2 to assess the specification impacts configuration of RSs association between Set A and Set B and configuration on measurement reporting for model inference.

Proposal 8 For beam management use cases, RAN2 to assess the specification impacts on configuration of RSs association between Set A and Set B and configuration on measurement reporting for model inference.

2.3 Positioning Accuracy Enhancement

The sub use cases of AI for positioning had been fixed in RAN1 111 meeting as shown in the following agreement:

	Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.



In this chapter, we discuss both direct and assisted (indirect) sub use cases of AI positioning accuracy enhancement for the next few sections.

2.3.1 Data collection for model training

The following agreements have been made during the last several RAN1 meetings for the data collection for model training of AI positioning accuracy enhancement. 

	Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study.
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data



Basically, there are three major aspects needed to be considered:
· Data contents and structures
· Data generation methods for model training
· Entity mapping of data collection for model training.
As we can see from the above agreements, many progresses have been made in RAN1 discussion for all the three aspects listed above. Firstly, the input and output data types were concluded based on the simulation and further analysis, e.g., CIR/CFR/RSRP have been selected as potential input data for both direct and assisted AI/ML positioning methods, and UE locations, TDOA, LOS/NLOS probability can be used as model output data. Secondly, the data can be generated in different entities such as UE, PRU, LMF and gNB, basically the data is generated on the channel measurement results between UE and NW based on PRS or SRS. Thirdly, the entities can be classified as data collection launching entity, data generation entity, data receiving entity and so on, for AI/ML positioning, UE, gNB and LMF are all potential entities for launching, generating, and receiving the collected data.

However, there are also some more pending issues to be studied in the future, we list some key points as follows:

· The detailed requirements for the data used in model training, e.g., the data quantity, latency, and label accuracy requirements to achieve certain training performance. 
· The details for data collection framework design, is it acceptable to reuse legacy framework such as MDT to manage the data collection procedure, or new enhancements are necessary. LMF and other CN functions may play a role in the framework.
· User privacy issues when UE locations are used for model training.

After getting more information from RAN1, RAN2 can start the study by reviewing the details of current data collection frameworks to see how to make enhancements to fulfill the requirements for AI/ML positioning training. Based on the above analysis, we have the following observation and proposals.

Observation 2 RAN1 has made some progress on defining the model input and output data contents for AI/ML positioning model training, but more details are required for further RAN2 study.

Proposal 9 For positioning use cases, while waiting for more RAN1’s input, start the study of signaling and procedure to collect and manage data from different sources (e.g., GNSS, LIDAR, WIFI and legacy 3GPP positioning methods), especially for the ground truth labels with different accuracy levels.

Proposal 10 For positioning use cases, while waiting for more RAN1’s input, start the study the role of LMF and other CN functions for the enhanced or new data collection framework of AI/ML positioning enhancement, especially the assistance signaling and procedures from RAN2 side to support the entire framework cross RAN and CN.

2.3.2 Model monitoring
The following agreements have been made during the last several RAN1 meetings for model monitoring of AI positioning accuracy enhancement. 

	Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects.
· At least the following are identified for further study as potential data for calculating monitoring metric.
· If monitoring based on model output
· E.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning.
· If monitoring based on model input
· E.g., measurement corresponding to model inference input.
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded.
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network



Similar to model training, model monitoring also requires the data collection details, not only the model input and output data, but also the details of monitoring data generated on non-AI/ML methods, the general model monitoring procedure can be designed commonly for all use cases including CSI, BM and future potential use cases. However, there are something specific only for AI/ML positioning which we list below:

· Data generated from different sources, the data used for model monitoring can be generated from entities inside or outside RAN scope, due to the difficulty on obtaining ground truth of UE locations, it is necessary to use LIDAR, GNSS, WIFI or other system to provide the label data for monitoring. Therefore, the signalling to configurate, manage and collect data from multiple sources should be studied in RAN2.
· The monitoring metrics are not unique for AI/ML positioning, especially for assisted AI/ML positioning methods because the relationship between the AI/ML model intermediate output and final UE locations varies case-by-case. The details on the metrics design will be handled by RAN1, but RAN2 side need to prepare for signalling exchange among entities to deal with multiple metrics configuration, switching or optimization.
· Entity mapping is more complicated than CSI and BM, because the entities deployed with models and the entities deployed with positioning calculation modules may be different, and multiple gNBs (or cells) need to provide channel measurement results as input data to UE or LMF, so RAN2 need to take care of the multiple possibilities on entity mapping when the model monitoring procedure is triggered.

Based on the above analysis, we have the following proposal.

Proposal 11 For positioning use cases, study the signaling and procedure of AI/ML positioning model monitoring metrics design on the overall basis of sub use cases, data sources and entity mapping.

For other topics such as model identification, RAN2 must wait for RAN1’s further decisions to proceed, so no individual discussions given in this contribution.

3. Conclusion
Based on the above discussions, we give the following observations and proposals:

Observations

Observation 1 Using codebook-based dataset with high resolution quantization (e.g., Rel 16 type-II-like codebook with new parameter values) as the ground truth label can achieve significant overhead reduction compared to legacy ground truth CSI of right singular vectors.

Observation 2 RAN1 has made some progress on defining the model input and output data contents for AI/ML positioning model training, but more details are required for further RAN2 study.

Proposals
Proposal 1 For CSI feedback use cases, study higher layer signaling such as RRC message to enable the flexible configurations for transmission of the high-resolution quantization of the ground-truth CSI (e.g., Rel-16 type II codebook with new parameter values) for CSI model training/ inference/ monitoring/ updating.

Proposal 2 For CSI feedback use cases, study the signaling on dataset delivery from gNB to UE for separate training of CSI feedback enhancements, especially the data exchange of high-resolution quantization of the ground-truth CSI.

Proposal 3 For CSI feedback use cases, study the signalling and procedure for the model mode switching and model selection mechanism. 

Proposal 4 For CSI feedback use cases, study the signalling and procedure of UE capability enhancements for the supported model reporting from UE to gNB.

Proposal 5 For CSI feedback use cases, study the signalling and procedure for offline and online model ID, and the mechanism to indicate UE which models can be supported by NW side for two-sided CSI models.

Proposal 6 For beam management use cases, RAN2 to assess the specification impacts on signaling/configuration of RS and measurement reporting for the data collection.

Proposal 7 For beam management use cases, RAN2 to assess the specification impacts on signaling/configuration on performance metric /benchmark for model monitoring. 

Proposal 8 For beam management use cases, RAN2 to assess the specification impacts on configuration of RSs association between Set A and Set B and configuration on measurement reporting for model inference.

Proposal 9 For positioning use cases, while waiting for more RAN1’s input, start the study of signaling and procedure to collect and manage data from different sources (e.g., GNSS, LIDAR, WIFI and legacy 3GPP positioning methods), especially for the ground truth labels with different accuracy levels.

Proposal 10 For positioning use cases, while waiting for more RAN1’s input, start the study the role of LMF and other CN functions for the enhanced or new data collection framework of AI/ML positioning enhancement, especially the assistance signaling and procedures from RAN2 side to support the entire framework cross RAN and CN.

Proposal 11 For positioning use cases, study the signaling and procedure of AI/ML positioning model monitoring metrics design on the overall basis of sub use cases, data sources and entity mapping.
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