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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]The following representative sub-use cases were confirmed according to RAN1 agreements:
· CSI feedback enhancement
· Spatial-frequency domain CSI compression using two-sided AI model
· Time domain CSI prediction using UE-sided model
· Beam management
· Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· Positioning accuracy enhancements for different scenarios 
· direct AI/ML positioning
· AI/ML assisted positioning
At the RAN2#120 meeting, the following agreements were made based on the initial discussion on use case specific aspects:
	RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g.
1. Ensuring UE and gNB side models are configured / applied based on their applicable configurations / scenarios. 
2. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB
3. Achieving simultaneous (de)activation and switching of the two-sided model


Taking CSI compression as an example, this contribution will discuss the use case specific procedures and signaling.
2. Discussion
2.1 Overall procedure
Model training
At the RAN1#110 meeting, three types of model training were agreed to be further studied.
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
For Type 1, the model can be trained at UE or network side and transferred to the other side. To our understanding, the network can train a reliable model for UE based on the collected data from multiple UEs. On the contrary, one single UE has a limited dataset or capability to train a trustworthy model for the network. Besides, when multiple UEs transfer different models (e.g., different model structures and/or parameters) to the network, it will be a big challenge for the network to handle/maintain all the models. Therefore, the model training at the network side and transferred to UE shall be prioritized.
Type 2 model training was concluded to be deprioritized in R18 at the RAN1#111 meeting.
Type 3 model training can be further divided into two types, NW-first training and UE-first training. 
The procedure of NW-first training is as follows:
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, the NW side shares the UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
The procedure of UE-first training is as follows:
· Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
· Step2: After UE side training is finished, the UE side shares the NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
· Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
Regarding the dataset for model training, the CSI measurement from the UE is needed, e.g., PMI or raw channel. 
From RAN2’s perspective, the difference between Type 1 and Type 3 model training is whether the exchanged content is the final trained model or the dataset used for model training. After model training and/or model delivery are completed, the model life cycle management of the two types is similar. 
Therefore, in the following sections, we take Type 1 model training at the network as an example to illustrate the potential overall procedure for CSI compression.
Model monitoring
At the RAN1 #110bis-e meeting, two types of model performance monitoring were agreed for further study:
· Type 1 (NW-side performance monitoring): NW monitors the performance and makes decisions about model activation/ deactivation/updating/switching.
· Type 2 (UE-side performance monitoring): UE monitors the performance and reports to Network, and Network makes decisions about model activation/ deactivation/updating/switching.
As to the performance monitoring metrics/methods, the following are to be studied:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option: Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection
From RAN2’s perspective, the difference between these two types of model performance monitoring is whether UE needs to report the performance to the network. in the following sections, we take Type 1 model performance monitoring as an example to illustrate the potential overall procedure for CSI compression.
Combining Type 1 (Network-sided) model training and Type 1 (Network-sided) performance monitoring, the overall procedure is shown in Figure 2.1-1.


Figure 2.1-1: signaling procedures of CSI compression
Step 0. The UE indicates its AI/ML-related capability to the RAN node.
Step 1. The RAN node sends the CSI RS resource and reporting configuration to the UE.
Step 2. The UE performs CSI measurement and feedback CSI report, e.g., PMI or raw channel.
Step 3. The RAN node performs model training based on the acquired report.
Step 4/5. The RAN node may send the [model management-related configuration] and transfer the model to UE.
Step 6. The UE may activate the model based on the model configuration autonomously or with explicit activation indication from the RAN node.
Step 7. The UE performs CSI measurement and obtains the data required for model inference as CSI generation.
Step 8. The UE reports the compressed CSI report and the RAN node performs subsequent model inference as CSI reconstruction.
Step 9. The RAN node monitors the performance and makes decisions about model activation/deactivation/ updating/switching.
We believe that RAN2 can first discuss the overall procedure of each use case to facilitate further discussion on explicit life cycle management.
Proposal 1: Capture the overall procedure for each use case into the TR 38.843, when available.
2.2 Potential standard impact	
In Steps 4/5 in Figure 2.1-1, the UE may be configured with more than one model for CSI compression, which applies to different network configurations or different scenarios. How to ensure models at the UE and the gNB side are configured/applied based on their applicable configurations/scenarios shall be studied.
If the applicable configurations/scenarios are evaluated by gNB, gNB may request scenario information (e.g., LOS/NLOS) from UE and then decide to transfer an applicable model to UE and/or activate the corresponding model.
If the applicable configurations/scenarios are evaluated by UE, the model shall associate with the valid criteria if the model is transferred from the network. The UE may request configuration information (e.g., port number) from the network and may request to activate the applicable model.
Proposal 2: The model transferred from the network can associate with the valid criteria, which includes the applicable configurations/scenarios of the model.
In Steps 8a/8b/8c of Figure 2.1-1, how to ensure that models are matched properly at both UE and gNB sides shall be studied, i.e., when a CSI encoder is used at the UE, the corresponding CSI decoder shall be used at the gNB. The key to this issue is that each model shall be associated with a model ID. Besides, UE and the network need to have a one-to-one mapping relationship for the encoder and decoder models. 
· For type 1 model training, the mapping relationship can be generated by the node responsible for the model training and sent to the other side during model transfer/delivery. 
· For type 3 model training, the mapping relationship can be indicated during the dataset exchange.
With the mapping relationship, the network can activate/deactivate the encoder model at the UE side synchronously by explicit model ID.
Proposal 3: For the two-sided model, each model shall be associated with a model ID and a one-to-one mapping paired model ID at the other side. The mapping relationship can be indicated during model transfer/delivery or dataset exchange.
Besides, the time (can be slot-level) of model (de)activation and switching shall be made clear for a common perception at both sides. To our understanding, it can be specified as a specific interval right after receiving the activation command. The duration of the interval is in RAN1/4’s scope, which may also have specification impacts on UE capability.
Proposal 4: For the two-sided model, the model shall be (de)activated at a specific time interval after receiving the (de)activation command, and the value of the interval shall be determined by RAN1/RAN4.
3. Conclusion
Proposal 1: Capture the overall procedure for each use case into the TR 38.843, when available.
Proposal 2: The model transferred from the network can associate with the valid criteria, which includes the applicable configurations/scenarios of the model.
Proposal 3: For the two-sided model, each model shall be associated with a model ID and a one-to-one mapping paired model ID at the other side. The mapping relationship can be indicated during model transfer/delivery or dataset exchange.
Proposal 4: For the two-sided model, the model shall be (de)activated at a specific time interval after receiving the (de)activation command, and the value of the interval shall be determined by RAN1/RAN4.
4. Reference
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