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Introduction
The agreements about Fast MCG recovery MRO enhancement in last meeting are [1]:
Agreements
1	For fast MCG recovery MRO, prioritize NR-DC scenario. if time allows, study whether the same solution can be extended for others DC scenarios. 
2	Consider at least below scenarios for fast MCG recovery MRO:
a.	T316 expiry  
b.	SCG failure/deactivation during fast MCG recovery (i.e., running of T316). The “upon fast MCG recovery case” is FFS.
3	RLF report is enhanced to support fast MCG recovery MRO.
4	Fast MCG recovery failure cause shall be included for fast MCG recovery optimization. FFS details
In this contribution, first we want to further clarify the possible scenarios, and then we intend to discuss the detailed enhanced content about Fast MCG recovery MRO.
Discussion
Scenarios clarification
Successful scenario
The fast MCG link recovery is introduced in R16. The specification mentioned that:
1. If radio link failure occurred in MCG, first the MCG failure should be recorded in VarRLF-Report, and then UE should initiate the MCG failure information procedure if condition fulfilled;
1. If MCG failure is sent to the network and if any of the response message of RRCRelease/ MobilityFromNRCommand/RRCReconfiguration with reconfigurationwithSync for the PCell is received before T316 expired, the VarRLF-Report will be cleared. 
Observation 1: UE action of clearing the VarRLF-Report upon successful fast MCG recovery is supported in R16.
The UE action of clearing the VarRLF-Report upon successful fast MCG recovery is agreed in R16. The failure scenarios can have emergency problem which needs to be solved first and foremost. Therefore, we consider the enhancement for failure scenarios of fast MCG recovery should be discussed firstly in R18.
Proposal 1: Scenarios about fast MCG recovery failure are prioritized in R18.
Thus, we analyze the failure cases and corresponding content need to report in the subsequent discussion. Besides the T316 expires and the SCG failure during fast MCG recovery, we think the already agreed SCG deactivation scenario needs to be clarified first.
Already agreed SCG deactivation scenario
In RAN2 one of the agreed scenarios at last meeting is “SCG failure/deactivation during fast MCG recovery (i.e., running of T316)”. It is based on the RAN3 agreement in RAN3#117e:
	RAN3#117-e Agreements 
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 


But for SCG deactivation case, it is the MN’s responsibility to send the SCG deactivation configuration, so the SCG deactivation cannot be configured if the MCG link is broken. If the MCG failure occurs, the UE will perform re-establishment other than send the MCGFailureInformation message to the network, if the SCG is deactivated:
	5.3.7	RRC connection re-establishment
5.3.7.2	Initiation
The UE initiates the procedure when one of the following conditions is met:
1>	upon detecting radio link failure of the MCG and t316 is not configured, in accordance with 5.3.10; or
1>	upon detecting radio link failure of the MCG while SCG transmission is suspended, in accordance with 5.3.10; or
1>	upon detecting radio link failure of the MCG while PSCell change or PSCell addition is ongoing, in accordance with 5.3.10; or
1>	upon detecting radio link failure of the MCG while the SCG is deactivated, in accordance with 5.3.10; or
[Omitted part]


The timer T316 can only be started if the UE send the MCGFailureInformation message, so “SCG deactivation during fast MCG recovery (i.e., running of T316)” is not a valid scenario based on current spec.
Observation 2: “SCG deactivation during fast MCG recovery (i.e., running of T316)” is not a valid scenario.
Therefore the SCG deactivation can only be configured before the fast MCG recovery, not during the fast MCG recovery. For the SCG deactivation before the fast MCG recovery, we think it is a possible scenario which needs to be considered. If the SCG has already been configured of deactivation, the UE may have chance suffering the RLF in the MCG. Since the MCG failure content recorded by the UE cannot be sent to the network because of the deactivated SCG, it can be considered as a possible cause which results in the fast MCG recovery failure. Therefore, it is suggest including the SCG deactivation before the fast MCG recovery scenario.
Proposal 2: RAN2 to clarify the SCG deactivation cannot be performed during fast MCG recovery, and change corresponding scenario to “SCG deactivation before fast MCG recovery (when UE detects MCG failure)”.
PSCell change /addition ongoing scenario
The MCG failure may occur when PSCell change/addition ongoing. For PSCell change/addition the UE may receive the RRCReconfiguration message, and then to apply the corresponding action. Since the addition or change of the PSCell need some processing delay time, it is possible that the UE needs to send the MCGFailureInformation message but the SCG link has not been prepared completely. This scenario can be considered as the same type as the “SCG deactivation before fast MCG recovery” scenario.
If the UE receives the PSCell change after T316 is running, the UE may still not receive the HO command for recovery. But in this case, the T316 will run to expire, so it is a sub-case for “T316 expire” scenario.
[bookmark: OLE_LINK3][bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK9]Proposal 3: Add the scenario “PSCell change /addition ongoing before fast MCG recovery (when UE detects MCG failure)”.
SCG failure before MCG failure scenario
Both the scenarios of SCG deactivation, PSCell change /addition ongoing mentioned above are normal SCG related procedure without failure. For these scenarios, even the MCG failure information cannot be reported to the network, almost no optimization can be performed for MRO purpose. But if the MCG recovery failure is caused by SCG failure before MCG failure, the MCG recovery failure maybe avoid by some kind of mobility robustness optimization. Therefore the SCG failure case should be distinguished from the other cases without SCG failure.
Proposal 4: Add the scenario “SCG failure before fast MCG recovery (when UE detects MCG failure)”.
HO command for recovery failure after the MCG failure scenario
In addition, the network may send a HO command after receiving the MCGFailureInformation message for recovery. But if the UE cannot successfully apply the received HO command, the fast MCG recovery failure may also occur. Since the UE can only store one entry of RLF report content, the HOF information will override the previous MCG failure information. To keep the information integrity for network side analysis, the consecutive failures are necessary to be recorded by the UE for the MRO usage. 
Proposal 5: Add the consecutive failure scenario of “HO command for recovery failure after MCG RLF”.
Detailed reported content for fast MCG recovery MRO
For current agreed scenarios at last meeting and the suggested scenarios in above section 2.1, we think the UE recorded content can be discussed for 1) only report MCG failure and for 2) report both MCG and SCG failure. The figure below illustrates the classification of different scenarios:


Figure 1 Classification of different scenarios and the MCG/SCG failure information
1) Report only MCG failure
For all “Report only MCG failure” cases, there is no SCG failure related information recorded in the UE, so the legacy MCG RLF/HOF content could cover most of the failure information. Only MCG failure includes possible cases as below:
a) T316 expires;
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]For this case, the UE could store the VarRLF-Report based on HOF or RLF, and has already sent the MCGFailureInformation message. Based on current specification, if no response message such as RRCRelease/MobilityFromNRCommand/RRCReconfiguration with reconfigurationwithSync for the PCell is received before T316 expired, the VarRLF-Report will be maintained, and the UE will initiate the re-establishment procedure. So to distinguish the legacy RLF/HOF report and the fast MCG recovery failure report, some information should be added into the VarRLF-Report, e.g. running time of T316;
b) SCG cannot be used, i.e. SCG deactivated, or PSCell addition/change is ongoing when UE detects MCG failure;
For this case, the SCG is not failed but cannot be used due to some other causes. UE will not start the “Fast MCG recovery procedure”, and directly perform the re-establishment procedure. If T316 value has been configured to the UE, it is the network’s opinion to recover the MCG link via SCG. Therefore it is better to report to the network the MCG failure with the cause that why the SCG link is unusable.
Proposal 6: UE report only MCG failure related content to the network for the scenarios below:
· T316 expires;
· SCG cannot be used without failure, i.e. SCG deactivated, or PSCell addition/change is ongoing.
Proposal 7: For only MCG failure, record the possible content to distinguish with the legacy RLF/HOF in MCG, e.g. to record and report the running time of T316, the SCG unusable cause.
c) [bookmark: OLE_LINK148][bookmark: OLE_LINK149]In addition, the HO command for recovery failure after the MCG RLF scenario.
For this case, the UE has successfully sent the MCGFailureInformation message, and the network also sends the HO command to the UE. If the UE cannot successfully apply the received HO command, the fast MCG recovery failure may also occur. Since the UE can only store one entry of RLF report content, the HOF information will override the previous MCG failure information. To keep the information integrity for network side analysis, the consecutive failures are necessary to be recorded by the UE for the MRO usage. Based on current MCG RLF report information, at least the cell ID in the HO command should be recorded and reported together with the legacy MCG RLF.
Proposal 8: Record the consecutive failure information for “HO command for recovery failure after MCG RLF” scenario.
[bookmark: OLE_LINK6]2) Report both MCG and SCG failures
Report both MCG and SCG failure includes 2 cases as below:
a) SCG failure during fast MCG recovery (i.e., running of T316). The MCG link cannot be successfully recovered since SCG is unusable, even if the MCGFailureInformation message has been successfully sent to the network. The already recorded MCG failure related information needs to be report to the network, maybe binding with the failed SCG information for further MRO usage;
b) SCG failure before MCG failure. This scenario includes the cases that MCG failure occurs after e.g. SCG RLF, PSCell change failure. In this case, the already recorded SCG failure related information needs to be report to the network, maybe binding with the failed MCG information.
For both cases, to mark which leg is failed first, it is proposed also to include other information besides the MCG/SCG failure information itself to indicate the relationship between the two failures, e.g. which leg failure first indicator, the time elapsed from one failure to the other failure.
Proposal 9: UE report both MCG and SCG failure related content to the network for the scenarios below:
· SCG failure during fast MCG recovery (i.e., running of T316);
· SCG failure before MCG failure. 
Proposal 10: For both MCG and SCG failures, Record the relationship between the two failures in RLF report for both MCG and SCG failure case, e.g. indicate which leg failed first, and the time elapsed between the two failures.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK47][bookmark: OLE_LINK48]According to the analysis in section 2, we propose:
Scenarios clarification:
Observation 1: UE action of clearing the VarRLF-Report upon successful fast MCG recovery is supported in R16.
Proposal 1: Scenarios about fast MCG recovery failure are prioritized in R18.
Observation 2: “SCG deactivation during fast MCG recovery (i.e., running of T316)” is not a valid scenario.
Proposal 2: RAN2 to clarify the SCG deactivation cannot be performed during fast MCG recovery, and change corresponding scenario to “SCG deactivation before fast MCG recovery (when UE detects MCG failure)”.
Proposal 3: Add the scenario “PSCell change /addition ongoing before fast MCG recovery (when UE detects MCG failure)”.
Proposal 4: Add the scenario “SCG failure before fast MCG recovery (when UE detects MCG failure)”.
Proposal 5: Add the consecutive failure scenario of “HO command for recovery failure after MCG RLF”.
[bookmark: _GoBack]Detailed reported content:
Proposal 6: UE report only MCG failure related content to the network for the scenarios below:
· T316 expires;
· SCG cannot be used without failure, i.e. SCG deactivated, or PSCell addition/change is ongoing.
Proposal 7: For only MCG failure, record the possible content to distinguish with the legacy RLF/HOF in MCG, e.g. to record and report the running time of T316, the SCG unusable cause.
Proposal 8: Record the consecutive failure information for “HO command for recovery failure after MCG RLF” scenario.
Proposal 9: UE report both MCG and SCG failure related content to the network for the scenarios below:
· SCG failure during fast MCG recovery (i.e., running of T316);
· SCG failure before MCG failure. 
Proposal 10: For both MCG and SCG failures, Record the relationship between the two failures in RLF report for both MCG and SCG failure case, e.g. indicate which leg failed first, and the time elapsed between the two failures.
Reference
[1] Draft_R2_120_meeting_report_v1.docx


5

oleObject1.bin
Enter“Fast MCG recovery procedure” 
but not succeed


UE detects
MCG failure


Have valid SCG link




Have no SCG link 
(e.g. SCG failure before 
MCG failure)



image1.emf
UE detects

MCG failure

Have valid SCG link

Have no SCG link 

(e.g. SCG failure before 

MCG failure)

Perform Fast MCG 

recovery procedure, 

start T316

T316 expire

SCG failure during T316 

running

Have no SCG link (e.g. 

SCG deactivated, 

PSCell addition/change 

ongoing)

Perform 

Re-establishment 

procedure

(If UE is configured with split SRB1 or SRB3, 

neither MCG nor SCG transmission is suspended, 

SCG is not deactivated, t316 is configured)

2) Report both MCG and SCG 

failure Info

1) Only report MCG 

failure Info

Enter

“

Fast MCG recovery procedure

”

but not succeed

Actually no 

“

Fast MCG recovery procedure

”


