

Page 1

[bookmark: _Ref452454252]3GPP TSG-RAN WG2 Meeting #121	R2-2300185
Athens, Feb 27 – March 4, 2023	

Agenda item:	8.5.2.1
Source:	Qualcomm Incorporated
Title:	Discussion on PDU Sets and data bursts
[bookmark: _Hlk506366071]WID/SID:	FS_NR_XR_enh
Document for:	Discussion and Decision
Introduction
In this paper, we discuss a few generic aspects related to PDU Sets. More specifically, we first discuss SA2’s question on PSER and then issues related to UL PDU Sets. We also discuss whether DL PDU Set information should be sent over Uu. 
Discussions
Reply to SA2 on PSER
In S2-2301378, SA2 have asked RAN2 to provide feedback on the following issue related to PSER:
	The PDU Set Error Rate (PSER) defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). Thus, the PSER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PSER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access).


We think it is necessary to first discuss what should be considered successful delivery of a PDU Set. For PDU Sets whose decoding is based “all-or-nothing”, the criterion is relatively straightforward, since the successful decoding of those PDU Sets requires all PDUs in a PDU Set to be delivered to the application. For PDU Sets encoded with AL-FEC, one may debate whether they should have the same criterion as “all-or-nothing” or their delivery should be considered successful as long as the number of PDUs delivered to the application is enough to decode the PDU Set. In our view, the latter should be the right answer, because that is the purpose of AL-FEC. Otherwise, there is no need to introduce PDU Set Integrated Handling Indication (PSIHI). 
Proposal 1.	RAN2 confirm that successful delivery of a PDU Set means enough number of PDUs required by the successful decoding of a PDU Set have been delivered to the application.
RAN2 agreed in RAN2#119bis that the MAC and RLC re-/transmission are based on individual PDUs instead of PDU Sets. Therefore, configuration of link layer protocols parameters such as RLC timers and BLER target for HARQ depends more directly on PER, which is defined per PDU, than on PSER, which is defined per PDU Set.
Observation 1.	Because link layer transmissions are based on individual PDUs instead of PDU Sets, configuration of link layer protocol parameters/timers depends more directly on PER than on PSER.
However, in the current SA2 design, CN provides PSER instead of PER to RAN for QoS flows with PDU Sets. For PDU Sets with different PDU Set Integrated Handling Indication (PSIHI), RAN may or may not be able to derive PER from PSER, depending on which type of PSIHI they have.
For PDU Sets whose decoding requires “all-or-nothing”, RAN is able to (numerically) derive PER from a provided PSER, if it has knowledge of average number of PDUs in a PDU Set, because an analytical relationship exists between these three quantities. Since RAN is able to determine the average PDU Set size, e.g. based on statistics from the signalled PDU Set size, it can derive PER and then use it to determine the corresponding link layer parameters and timers. 
Observation 2.	For PDU Sets whose decoding requires “all-or-nothing”, gNB is able to derive PER from the PSER provided by CN.
On the other hand, for PDU Sets encoded with AL-FEC, for a given PSER, RAN needs to know both average number of PDUs in the PDU Sets and FEC code rate, in order to derive PER numerically. However, since FEC code rate currently is not included in PSIHI, RAN would not be able to derive PER based on PSER provided by CN. Measurements cannot help in this case either, because RAN may measure PER based on discarded PDUs but it would not be able to map it to PSER without knowing what FEC code rate is. For the same reason, RAN cannot measure what the actual PSER is based on statistics of discarded PDUs, because it would not be able to determine whether a PDU Set is successfully delivered or not if it does not know the FEC code rate.
Observation 3.	For PDU Sets encoded with AL-FEC, gNB is not able to derive PER based on PSER, unless it has knowledge of their FEC code rate. But FEC code rate is not available with the binary valued PSIHI.
Therefore, based on the above analysis, we can see that for PDU Sets based AL-FEC, in addition to what CN currently provides to RAN, RAN also needs the knowledge of FEC code rate in order to derive PER from provided PSER, in order to configure its link layer accordingly.
Proposal 2.	For QoS flows with PDU Sets encoded with AL-FEC, CN should provide AL-FEC code rate to RAN to help its configuration of link layer protocols.
UL jitter and delay 
There can be different architectures for how a XR device is connected to 3GPP network. 
For example, a XR device may include a 3GPP modem, i.e. XR application and UE are co-located in the same physical device. In this case, data packets generated by XR applications are sent from application processor to modem via some type of peripheral interconnection (e.g. PCI express). Such an interconnection in high data-rate device typically has very high speed. For example, PCI express 4.0 has a data rate of 16~64 Gbps, so that it takes only 0.5ms to send 1MB of data over a single lane of PCI express (each lane runs at 16Gbps). Thus, from UE’s perspective, PDUs in a video frame arrive almost at the same time (e.g. all PDUs in a PDU Set arrive in the same slot on a carrier with 30KHz SCS). As a result, we may not need to be concerned with jitters within a PDU Set and their impact on layer-2 protocols.
A different example is that a XR application and UE may be located on different physical devices. For example, XR application runs in a headset and UE is located in a smartphone. They are connected by a wireless link such as WiFi or Bluetooth. In this case, there can be two different possibilities:
· Alt 1. UE’s host (smartphone) functions as a simple relay which merely forwards traffic to/from the XR application. In this case, the wireless tethering link can introduce non-eligible delay, jitter and re-ordering to traffic received by UE. 
· Alt 2. UE’s host also participates in the rendering of XR data, because it may have more processing power than the XR device. In this case, it is the application processor on UE’s host generates the PDUs received by UE. Therefore, UE sees the same delay and jitter in its received traffic as in the co-location case above. 
Observation 4.	In some use cases (e.g. XR device is tethered to UE via a wireless link), PDUs may arrive at SDAP with non-negligible jitters.
The above observations have impacts on how PDCP discard timer should be modelled/configured. Given the RAN2 agreement (RAN2#119bis) that PDCP discard should be performed per PDU Set basis and there can be jitters between PDUs in a UL PDU Set in some use case, PDCP discard timer should be per PDU Set instead of per PDU.
Proposal 3.	RAN2 confirm that PDCP discard timer is managed per PDU Set.
When there are jitters in UL traffic, then it is useful for network to be aware of its presence and statistics, because that can help network better configure radio resources for UE. For example, when configuring a multi-occasion CG, network may use jitter information to choose a start offset which can help mitigate the extra access delay caused by jitter.  
Observation 5. In case XR device and UE are not co-located, jitter information of UL PDUs is useful to RAN, e.g. for configuring CG. 
Based on the above analysis, we therefore believe that in case XR device and UE are not co-located, it is useful for UE to inform network of its UL jitters information. 
Proposal 4. 	UE may provide jitter information of its UL PDU Sets as assistance information to RAN.
UL PDU Set information to RAN
DL PDU Set Importance was introduced because it can help RAN give priority to PDU Sets which are more important to the application and thus mitigate the negative impact of congestion on user experience. However, what SA2 have agreed was only for DL PDU Sets, because they have left study on UL PDU Sets to RAN2. 
Since congestion occurs on uplink too and arguably is more likely than on downlink, we believe differentiation based on importance indication is useful for UL PDU Sets too. For example, UL PDU Sets which are more important to application can be given higher scheduling priority than other PDU Sets, to ensure they have more chance to meet the delay budget requirement. 
Observation 6.	Differentiated handling of UL PDU Sets based on their importance can help XR applications better mitigate UL congestion. 
We think network and UE may perform the following to enable importance indication for UL PDU Sets in a QoS flow. In the current framework for PDU Sets, when network establishes a QoS flow, it indicates whether the flow is associated with PDU Set. For such a flow, UPF then marks PDU Sets with importance indication based on information carried in their upper-layer protocol headers. We think the similar steps can be performed on UL too, i.e. for a QoS flow associated with PDU Sets, UE can identify the importance of a UL PDU Set, using the same method by UPF in identifying DL PDU Set importance. Then if network configures UE’s layer-2 protocols to support different importance levels, UE then use the identified importance information of UL PDU Sets to handle them accordingly.  
Observation 7. For a QoS flow associated with PDU Sets, UE can identify the importance of different UL PDU Sets within the flow, e.g. by the same method as how DL PDU Set importance is identified by CN. 
With important indication on uplink, it then becomes possible for UE/RAN to handle different PDU Sets differently based on their importance to application. For instance, it may be desirable to provide higher reliability for PDU Sets with high importance, e.g. through use of different PDCP discard timers and RLC timers, or support them with a dedicated logical channel with different LCP priority and/or LCP restriction. We provide more details such differentiations in our paper R2-230xxxx.
Proposal 5. 	Introduce UL PDU Set Importance and study how to use it in layer-2 protocols. 
SA2 have agreed that CN provides End of Data Burst Indication in the header of the last PDU in a Data Burst to RAN, GTP-U header. This indication can be used by RAN for the purpose of power saving, e.g. terminate UE’s DRX active time once a data burst ends.
We think similar end of burst indication is also very useful for uplink, especially for XR applications with uplink-centric traffic. Network typically does not know when a data burst on uplink ends, because size of data bursts in XR traffic varies over time and is not predictable. However, in many use cases (or by implementations), UE is able to get indication from XR application when a data burst ends. If UE is able to provide this indication to network, then network can terminate UE’s DRX active time early and thus gives UE more time to sleep before the next burst.
Observation 8. In case of UL-centric traffic, end of burst indication by UE can help network terminate DRX active time early and thus saves UE power. 
There can be multiple options for UE to signal end of burst to network. For example, UE may signal it in user plane (i.e. in the header of L2 PDUs) or use a dedicated L1/L2 signaling. In any case, we believe it is useful to introduce end of burst indication for uplink too, and the enhancement should be discussed and specified in the WI phase. 
Proposal 6.	Study methods for UE to provide end of burst indication for UL data bursts to network. 
DL PDU Set information to UE 
As explained in Section 2.2, in some deployment use cases, XR application and UE may not be hosted in the same physical device, and they are connected by a wireless link (e.g. WiFi or Bluetooth). In such a case, after a DL DPU Set traverses up UE’s layer-2 protocol stack, UE has to forwards it across the wireless link to the application receiver. If this wireless link uses random access protocol or operates on an unlicensed band, then transmissions across it are subject to delays and jitters. Consequently, when there is congestion in link access, UE has to decide how to prioritize PDUs and whether to discard those that are less important or have become obsolete after missing their delay deadlines. It is the same challenge that RAN has when forwarding DL PDU Sets to UE. For this reason, just like RAN needs information about DL PDU Sets, UE also needs information about DL PDU Sets. 
Observation 9. In case XR application is connected with UE via a wireless link which can introduce delay and jitter, UE needs information about DL PDU Sets to perform, e.g. PDU prioritization and/or PDU discard when forwarding them to application.
Proposal 7. 	Network may send DL PDU Sets information to UE, e.g. when XR application is connected with UE via a wireless link.   
Conclusion
Based on the discussions, we’d like to suggest RAN2 discuss and agree the following the proposals:
Reply to SA2 on PSER
Proposal 1.	RAN2 confirm that successful delivery of a PDU Set means enough number of PDUs required by the successful decoding of a PDU Set have been delivered to the application.
Observation 1.	Because link layer transmissions are based on individual PDUs instead of PDU Sets, configuration of link layer protocol parameters/timers depends more directly on PER than on PSER.
Observation 2.	For PDU Sets whose decoding requires “all-or-nothing”, gNB is able to derive PER from the PSER provided by CN.
Observation 3.	For PDU Sets encoded with AL-FEC, gNB is not able to derive PER based on PSER, unless it has knowledge of their FEC code rate. But FEC code rate is not available with the binary valued PSIHI.
Proposal 2.	For QoS flows with PDU Sets encoded with AL-FEC, CN should provide FEC code rate to RAN to help its configuration of link layer protocols.
UL jitter and delay
Observation 4.	In some use cases (e.g. XR device is tethered to UE via a wireless link), PDUs may arrive at SDAP with non-negligible jitters.
Proposal 3.	RAN2 confirm that PDCP discard timer is managed per PDU Set.
Observation 5. In case XR device and UE are not co-located, jitter information of UL PDUs is useful to RAN, e.g. for configuring CG. 
Proposal 4. 	UE may provide jitter information of its UL PDU Sets as assistance information to RAN.
UL PDU Set information to RAN
Observation 6. Differentiated handling of UL PDU Sets based on their importance can help XR applications better mitigate UL congestion. 
Observation 7. For a QoS flow associated with PDU Sets, UE can identify the importance of different UL PDU Sets within the flow, e.g. by the same method as how DL PDU Set importance is identified by CN. 
Proposal 5. 	Introduce UL PDU Set Importance and study how to use it in layer-2 protocols. 
Observation 8. In case of UL-centric traffic, end of burst indication by UE can help network terminate DRX active time early and thus saves UE power. 
Proposal 6.	Study methods for UE to provide end of burst indication for UL data bursts to network. 
DL PDU Set information to UE
Observation 9. In case XR application is connected with UE via a wireless link which can introduce delay and jitter, UE needs information about DL PDU Sets to perform, e.g. PDU prioritization and/or PDU discard when forwarding them to application.
Proposal 7. 	Network may send DL PDU Sets information to UE, e.g. when XR application is connected with UE via a wireless link.   
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