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1. Introduction

In RAN2#120 meeting, the following agreements were made for R18 AI/ML [1]:
· R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 

· R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
· For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions

· RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g. 

1.Ensuring UE and gNB side models are configured/applied based on their applicable configurations/scenarios. 

2.Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB

3.Achieving simultaneous (de)activation and switching of the two-sided model

In this contribution, we will further consider the general framework for R18 AI/ML and give our suggestions.
2. Discussion 
Model ID topic is one of the important issues that should be addressed in this AI/ML SID for air interface, in the past several meetings, the following agreements were made on model ID:
RAN2#119bis_e meeting [2]:

· R2 assumes that a model is identified by a model ID. Its usage is FFS. 

RAN1#110bis_e meeting [3]:

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.

FFS: usage of model ID with associated information and/or model functionality based LCM procedure

FFS: whether support of model ID

FFS: the detailed applicable AI/ML operations

RAN2#120 meeting [1]:

· R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 

· R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 

RAN1#111 meeting [4]:
Agreement

For UE-part/UE-side models, study the following mechanisms for LCM procedures:

· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality

· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.

· FFS: Whether or how to indicate functionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Based on above agreements, the identified use cases so far for the usage of model ID include model selection/activation/deactivation/switching/fallback/delivery, other typical use cases may be added in the future.
Observation1: Model ID may be used at least in the following use cases:
model selection/activation/deactivation/switching/fallback/delivery.
It’s helpful that the above use cases are identified for model ID, but the definition of model ID is still unclear. We think the definition of model ID should be generic enough to not only cover the selected typical use cases led by RAN1 but also need to consider other uses in the future. We believe one of the targets for this AI/ML SID for air interface is to figure out the study method for B5G or 6G AI topic, on top of this, how to define the model ID is quite important and essential even for 6G AI.
We think at least the following types of model ID definition directions can be considered further:
Global unique model ID: One model ID is assigned to a model algorithm in static manner, i.e. the meaning of each model ID is predefined in the spec, and the model ID is global unique, which means all UEs in the same communication system have the same understanding on the meaning of the same global unique model ID no matter which operator the UE has been registered;
Operator unique model ID: One model ID is assigned to a model algorithm in semi-static manner, i.e. the meaning of each model ID is defined by the operator via implementation, and the model ID is operator unique once defined, which means the meaning of a specific operator unique model ID will be the same within the same operator no matter which cell the UE is connecting to;
Temporary model ID: One model ID is dynamically assigned to a model algorithm and the temporary model ID is UE internal unique like the concept of BWP ID, different model ID may be assigned to UE for the same model algorithm once the serving cell of a specific UE has been changed. In other words, temporary model ID is unique per cell-UE pair.
In summary, the pros and cons for each model ID definition type are given in Table 1 below:

Table 1 Pros and cons for each model ID definition type

	Model ID definition type
	Whether the meaning of each model ID is predefined in the spec
	The applied scope

	Global unique model ID
	Yes
	All UEs and all operators in the same communication system

	Operator unique model ID
	No
	All UEs served by the same operator in the same communication system

	Temporary model ID
	No
	per cell-UE pair in the same communication system


In our view, global unique model ID definition should be supported at least as this definition type is simple and future proof. 
For operator unique model ID definition, UE may need to get the meaning of each operator unique model ID by multi-vendor agreements via implementation or get the meaning of each operator unique model ID from the network dynamically. This type of model ID definition is also future proof when larger model ID is introduced.
As for temporary model ID definition, UE may need to get the meaning of each temporary model ID from the network dynamically and the applied scope is usually per cell, which is not friendly to manage large scale of AI models in the future across cells.
But on the other hand, operator unique model ID and/or temporary model ID may be still useful if people think exposing global unique model ID may cause some privacy issue. More addition, the operator unique model ID and/or temporary model ID can be defined shorten than global unique model ID, which is beneficial from overhead perspective. The operator unique model ID and/or temporary model ID can be introduced as supplement of global unique model ID. 
Proposal1: RAN2 assumes that the following types of model ID definition can be considered further:

Global unique model ID: One model ID is assigned to a model algorithm in static manner, i.e. the meaning of each model ID is predefined in the spec, and the model ID is global unique, which means all UEs in the same communication system have the same understanding on the meaning of the same global unique model ID no matter which operator the UE has been registered;

Operator unique model ID: One model ID is assigned to a model algorithm in semi-static manner, i.e. the meaning of each model ID is defined by the operator via implementation, and the model ID is operator unique once defined, which means the meaning of a specific operator unique model ID will be the same within the same operator no matter which cell the UE is connecting to;

Temporary model ID: One model ID is dynamically assigned to a model algorithm and the temporary model ID is UE internal unique like the concept of BWP ID, different model ID may be assigned to UE for the same model algorithm once the serving cell of a specific UE has been changed. In other words, temporary model ID is unique per cell-UE pair.
As for the detailed definition for each model ID type, we think the following two directions can be considered:

Direction1: One Model ID includes only one ID field

Pros: Definition is simple.

Cons: Full Model ID should be included whenever model ID info is provided, which is not friendly for overhead reduction.
Direction2: One Model ID includes at least two ID fields

Pros: Flexible model management is possible as partial model ID can be used for some scenarios.

Cons: More spec work is needed to define the meaning for each sub-field of model ID.

Proposal2: RAN2 is kindly asked to discuss the following directions for model ID definition:

Direction1: One Model ID includes only one ID field;
Direction2: One Model ID includes at least two ID fields.
We think the detailed definition for each model ID type should be discussed in the normative work stage.
Proposal3: The detailed definition for each model ID type can be discussed in the normative work stage.
Model transfer/delivery is one of the topics with less RAN1 dependency. One post email discussion, i.e. [Post120][053][AIML18] model transfer delivery, was allocated to analyze the pros and cons for each candidate solution. In order to avoid duplicated discussion with the above email discussion, we will focus on other aspects which are not covered by the allocated email discussion.
The first issue is about what kind of info will be transmitted during model transfer/delivery procedure, the initial consideration is that at least model algorithm data which includes model structure and model weight parameters will be transmitted during model transfer/delivery procedure. But model algorithm data is not enough as the UE still doesn’t know what functionality this model algorithm data is used for and other essential model description parameters which is necessary for model usage.
In our view, at least the association relationship between model ID and the corresponding model algorithm data should be known/maintained by the UE if UE wants to use the AI model after transmission, but how to acquire the association relationship between model ID and the corresponding model algorithm data depends on which model transfer/delivery solution is selected. 
If model algorithm data is acquired from the OTT server or OAM, the model ID info is not needed or maintained via UE implementation for LCM purpose if network action is not involved for any model LCM procedure. But if network action is involved for at least one model LCM procedure, model ID info is determined via spec default or assigned by the network.
If model algorithm data is acquired from CP solution, in order to differentiate different AI model algorithm data, model ID can be transmitted along with the corresponding model algorithm data via CP signaling.

If model algorithm data is acquired from UP solution, two methods can be considered to inform UE of the model ID info:

Method1: model ID is transmitted along with the corresponding model algorithm data via UP signaling, e.g. via DRB;
Method2: model algorithm data is transmitted via UP signaling, e.g. via DRB, while the corresponding model ID is given via CP signaling, e.g. configured via SRB when adding/modifying DRB resources, and UE will establish the association relationship between model ID configured via SRB and model algorithm data transmitted via the associated DRB.
Based on above analysis, we have the following proposal:
Proposal4: At least the association relationship between model ID and the corresponding model algorithm data should be known/maintained by the UE after model transfer/delivery if network-controlled model management procedure is needed for the transferred/delivered model.
It’s FFS on how UE can acquire the association relationship between model ID and the corresponding model algorithm data.
Apart from model ID info and model algorithm data, other model description parameters may still be needed if UE wants to use the AI model after model transfer/delivery. For example, model input/output info, model version info, model format info, model accuracy info and so on. These model meta info may be essential for model usage, but one thing that should be noted is that there may be some info overlapping between model ID definition and parameters included in the above other model description parameters, so what kinds of extra info the other model description parameters should provide may depend on what kinds of info the model ID definition cannot provide, the details can be discussed in the normative work stage if applied.
As for how to acquire the other model description parameters, we think the above procedures/methods applied to model ID can be referred also.
Proposal5: Apart from the association relationship between model ID and the corresponding model algorithm data, other model description parameters may still be needed if UE wants to use the AI model after model transfer/delivery.
It’s FFS on what kinds of extra info the other model description parameters can provide and how UE can acquire the other model description parameters.
The requirement on whether to introduce 3GPP signaling based Model transfer/delivery may depend on RAN1 decision, but the main impacts on model transfer/delivery are in the scope of RAN2. RAN2 can try to analyze the pros and cons for each candidate solution which is also beneficial for RAN1 to make decision in wider view.
Observation2: Model transfer/delivery is one of the topics with less RAN1 dependency, the analysis from RAN2 perspective may help RAN1 to make decision in wider view.
The following solutions on model transfer/delivery are listed in the email discussion summary:

Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.

Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.

Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.

Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).

From RAN2 perspective, all the above solutions may be feasible but with different pros and cons, and the pros and cons for each candidate solution will be summarized as part of the outcomes for email discussion, we think these analyses are quite useful not only for R18 AI/ML SID for air interface but also beneficial for future AI study. Email rapporteur suggests to agree the pros and cons for each candidate solution as the starting point for further study, we’re fine with this way forward, but also think early involvement with RAN1 is also beneficial. 
Proposal6: Send LS to RAN1 to inform them of RAN2 agreements on Model delivery/transfer.
Model update is another issue apart from Model transfer/delivery. In the following, we will start from Model update in DL. Model update may have two types:
Model update type1: full model relevant data is updated;

Model update type2: Part of model relevant data is updated.
For Model update type1, there is no need to differentiate Model update and Model transfer/delivery as the spec impact is almost the same. But for Model update type2, delta signaling can be considered for optimization. Usually AI/ML model relevant data at least includes model structure parameters and model weight parameters, if only model weight parameters are changed, i.e. no model structure parameters have been changed, Model update type2 can be used for model update; otherwise, Model update type1 will be used, so which Model update type will be used depends on the use case. Both types can be considered further.
Proposal7: If 3GPP signaling based Model update method is introduced, Model update procedure can be used to update full AI/ML model or part of AI/ML model.
If delta signaling is used for Model update, there are two directions:

Direction1: Model update is performed via 3GPP signaling based CP solution, i.e. NAS/RRC signaling;

Direction2: Model update is performed via 3GPP signaling based UP solution, i.e. DRB like solution.
For Direction1, 3GPP defined Model format needs to be specified when delta signaling is used for Model update. Pros for Direction1: Easy to update part of AI/ML model.
Cons for Direction1: Needs to define 3GPP signaling based Model format and Model details may expose over the air.
For Direction2, delta Model update can be achieved by dividing a whole AI/ML model into several parts and each part is associated with a sub-block ID, the mapping relationship between sub-block ID and the associated AI/ML model part should be known by UE and network at the same level. This Model update method can update any part of the AI/ML model using sub-block ID.
Pros for Direction2: Delta Model update can be achieved without exposing AI/ML model details as each part of AI/ML model associated with a sub-block ID can be considered as a container.
Cons for Direction2: Needs to introduce sub-block ID concept for AI/ML model.
Based on above, we can see that it’s possible to use delta signaling to update part of AI/ML model and the spec impact is different if different method is adopted.
Proposal8: If 3GPP signaling based Model update method is introduced, RAN2 can further consider how to update part of AI/ML model.
AI/ML Model can be considered as a new type of service, but in current stage the non-AI/ML method can be used as backup at least. If AI/ML model is widely used in communication system in the future, we will meet the situation that two different solutions are applied for the same system. From UE vender perspective, introducing AI/ML model delivery/transfer function may improve the user experience for some condition, but from operator perspective, introducing AI/ML model delivery/transfer function will significantly increase the management work. If all types of UEs can freely get AI/ML model via Model transfer/delivery procedure, the operator may lose interest to introduce Model transfer/delivery function in the air interface. In this AI/ML SID, we should also consider how to avoid an unauthorized UE to get AI/ML model via Model transfer/delivery procedure even if the UE is normally registered to an operator network. This topic may involve CN work, but still worth to discuss.
Proposal9: If 3GPP signaling based Model transfer/delivery method is introduced, how to avoid an unauthorized UE to get AI/ML model via Model transfer/delivery procedure can be further considered even if the UE is normally registered to an operator network as in legacy. 
Model delete is never discussed before, but we think it’s worth to consider as model size can be very large, it’s not reasonable to assume all the deployed models will be stored by the consumer once acquired, which is usually impossible as the time goes by. It’s hard to image the consumer stores a model which is out of date or no longer useful, so we think Model delete operation should be considered also.
Proposal10: RAN2 is kindly asked to consider the method for model delete.
The last part is about the AI/ML capability reporting, many companies think this topic should be discussed in normative work as other SID, we’re also fine to discuss the details in normative work, but also think some high-level framework can be discussed for AI/ML capability reporting first even in SID period. Unlike other UE capabilities, which is usually static once reported, AI/ML related capability can be dynamically changed, for instance, UE remaining storage and UE remaining computation resources, this dynamic UE capability concept was raised in NR SID TR, but dropped at the end of NR SID. We think this AI/ML SID is a good chance to reconsider this mechanism, we can agree this high-level requirement in the SID.

Proposal11: Dynamic AI/ML capability reporting method can be considered.
One more issue is about the framework for AI/ML capability definition, an overall AI/ML capability is not sufficient to reflect the actual AI/ML relevant function UE can operate as the AI/ML operation is highly linked with sub-feature included in the LCM. For instance, network will not know whether model training is supported or not at UE if only supported model ID is reported by UE, so feature specific AI/ML capability is needed. More addition, we also cannot assume UE can do model training for any types of AI/ML model if UE has the capability to do model training for some models as the model training complexity is different among different model, so feature specific AI/ML capability should be reported per model ID. As for the details for feature specific AI/ML capability, we can discuss this in normative work as usual. 
Proposal12: Feature specific AI/ML capability for LCM should be reported per model ID.
FFS: What feature specific AI/ML capability for LCM should be considered.
3. Conclusion
In conclusion, we propose the followings:

Observation1: Model ID may be used at least in the following use cases:

model selection/activation/deactivation/switching/fallback/delivery.
Observation2: Model transfer/delivery is one of the topics with less RAN1 dependency, the analysis from RAN2 perspective may help RAN1 to make decision in wider view.
Proposal1: RAN2 assumes that the following types of model ID definition can be considered further:

Global unique model ID: One model ID is assigned to a model algorithm in static manner, i.e. the meaning of each model ID is predefined in the spec, and the model ID is global unique, which means all UEs in the same communication system have the same understanding on the meaning of the same global unique model ID no matter which operator the UE has been registered;

Operator unique model ID: One model ID is assigned to a model algorithm in semi-static manner, i.e. the meaning of each model ID is defined by the operator via implementation, and the model ID is operator unique once defined, which means the meaning of a specific operator unique model ID will be the same within the same operator no matter which cell the UE is connecting to;

Temporary model ID: One model ID is dynamically assigned to a model algorithm and the temporary model ID is UE internal unique like the concept of BWP ID, different model ID may be assigned to UE for the same model algorithm once the serving cell of a specific UE has been changed. In other words, temporary model ID is unique per cell-UE pair.
Proposal2: RAN2 is kindly asked to discuss the following directions for model ID definition:

Direction1: One Model ID includes only one ID field;
Direction2: One Model ID includes at least two ID fields.
Proposal3: The detailed definition for each model ID type can be discussed in the normative work stage.
Proposal4: At least the association relationship between model ID and the corresponding model algorithm data should be known/maintained by the UE after model transfer/delivery if network-controlled model management procedure is needed for the transferred/delivered model.
It’s FFS on how UE can acquire the association relationship between model ID and the corresponding model algorithm data.

Proposal5: Apart from the association relationship between model ID and the corresponding model algorithm data, other model description parameters may still be needed if UE wants to use the AI model after model transfer/delivery.

It’s FFS on what kinds of extra info the other model description parameters can provide and how UE can acquire the other model description parameters.
Proposal6: Send LS to RAN1 to inform them of RAN2 agreements on Model delivery/transfer.
Proposal7: If 3GPP signaling based Model update method is introduced, Model update procedure can be used to update full AI/ML model or part of AI/ML model.
Proposal8: If 3GPP signaling based Model update method is introduced, RAN2 can further consider how to update part of AI/ML model.

Proposal9: If 3GPP signaling based Model transfer/delivery method is introduced, how to avoid an unauthorized UE to get AI/ML model via Model transfer/delivery procedure can be further considered even if the UE is normally registered to an operator network as in legacy. 
Proposal10: RAN2 is kindly asked to consider the method for model delete.
Proposal11: Dynamic AI/ML capability reporting method can be considered.
Proposal12: Feature specific AI/ML capability for LCM should be reported per model ID.
FFS: What feature specific AI/ML capability for LCM should be considered.
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