Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: _Ref452454252][bookmark: _Hlk54275161]3GPP TSG-RAN WG2 #119-bis-e	Tdoc R2-2210690
Electronical meeting, 10 October – 19 October 2022

Agenda Item:	8.5.3.1
Source:	Ericsson
Title:	Discussion on RAN2-specific CDRX aspects 
Document for:	Discussion, Decision
1	Introduction
In [1], RAN2 reached the following agreements regarding XR-specific power saving:
1: RAN2 to focus on the following issues for power saving, as well necessary parameters XR-awareness to support such enhancements, i.e.: 
-	DRX enhancements to address the issues of DRX cycle mismatch and jitter
-	Identify necessary parameters from CN for XR-awareness for power saving 
Enhancements to Rel-17 PDCCH adaptation can be discussed based on RAN1 feedback, if they have any RAN2 impact
RAN2-specific aspects can be studied based on contributions (e.g. multiple XR traffic flows with different periodicities, SFN wrap-around, RAN2-specific CDRX aspects, …).

In this paper we focus on RAN2-specific aspects related to CDRX enhancements, namely: multiple XR traffic flows with different periodicities, SFN wrap-around, and DRX retransmission timer enhancements.
[bookmark: _Ref178064866]2	Discussion on Power Saving Enhancements for XR
[bookmark: _Ref115079515]2.1 CDRX solution for multiple XR traffic flows
The interleaved pattern of multiple (quasi-)periodic XR flows that are running in parallel creates irregular and short sleep opportunities. Current C-DRX solutions allow the NW to configure only one DRX configuration per serving cell and, therefore, this single DRX configuration cannot match the traffic characteristics of all XR flows. Thus, it cannot closely follow the short sleep opportunities and result in either low power saving gains, or in a long traffic delay. 
Annex A shows example simulation results for two downlink traffic flows (video and audio) and one UL flow (pose). A single DRX configuration matched to the video traffic periodicity (33.3 ms corresponding to 30 fps) cannot meet the PDB of 10 ms of the audio flow (10 ms periodicity), so none of the users is satisfied and the capacity is zero.

[bookmark: _Toc115075967][bookmark: _Toc115425994]A single DRX configuration matched to a traffic flow may not be suitable to fulfill the PDBs of other traffic flows, resulting in zero capacity.

Our proposed solution to this issue is to support multiple simultaneous DRX configurations and we refer to this as multi-flow DRX. In the multi-flow DRX solution, the NW provides multiple DRX configurations to a UE, all running in parallel. By doing so, the network could use XR traffic information such as traffic periodicity or jitter characteristics, provided e.g. by the application, to configure DRX in a way that the DRX parameters in each configuration match each individual (quasi-)periodic traffic flow. 
Regardless of the DRX parameter values selected for each configuration, in the multi-flow DRX solution, the UE monitors the PDCCH while the drx-onDurationTimer (or drx-InactivityTimer, or Active Time) is running in any of the DRX configurations.
An example is shown in Figure 1, for two DRX configurations that are selected to match the parameter values (periodicity and alignment) of two traffic flows. The DL time slots in the TDD pattern in which the UE monitors the PDCCH are shaded in black. Thus, the multi-flow solution is able to follow the irregular time gaps due to the interleaved traffic flows and save UE power, while ensuring a low delay.  
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[bookmark: _Ref101429467]Figure 1. Illustration of multi-flow DRX with two configurations, each matching a DL traffic flow: the cycle and drx-onDurationTimer in green follow the video flow (16.67 ms period) and the DRX configuration in magenta follows the audio flow (10 ms period). The video traffic experiences a random jitter of ±4 ms with a truncated Gaussian distribution around the mean traffic period.

Our simulation results in Annex A show that multi-flow DRX with two DRX configurations, each matched to a traffic flow, satisfies the the PDB of many users (88.4%), while also achieving a power saving gain of 13.6%. We note that having a second DRX configuration for a second traffic flow is useful especially when the periodicity of the first DRX configuration is longer than the PDB of the second traffic flow. For instance, if the first DRX cycle has a length of 33-34 ms (i.e. video rate of 30 fps), which is much longer than the PDB of 10 ms for the audio flow, the audio packets may exceed the PDB often. In this case, it is useful to use a second DRX configuration to match the audio period. For other configurations where the first DRX cycle has a similar or shorter length than the PDB of the second flow, e.g. first DRX cycle of ~16 ms matching a 60 fps video rate, the first single DRX configuration may be sufficient to ensure the relaxed PDB requirements for the audio flow.

[bookmark: _Toc115075968][bookmark: _Toc115425995]Multiple simultaneous DRX configurations, each matching a traffic flow, is suitable to achieve both high UE power saving gains and many satisfied UEs, if a single DRX configuration matched to one flow does not satisfy the PDBs of other flows.
[bookmark: _Toc115075974][bookmark: _Toc115425997]Support multiple simultaneous DRX configurations to optimize power saving of UEs with multi-flow XR services.

Overall, the advantages of multi-flow DRX are as follows:
· It is based on RRC configuration, thus reducing the need for dynamic L1/L2 signaling and overhead.
· Can work jointly with DRX alignment solutions for non-integer traffic periodicities, where the alignment solutions can be applied individually per DRX configuration.
· Requires only moderate changes in the standard, consisting primarily of several sets of DRX parameters at RRC and limited procedural text to determine the active time durations of the different DRX configurations, in order to monitor the PDCCH.

2.2 SFN wrap-around enhancement for CDRX
The SFN wrap-around issue for CDRX has been discussed before and it was concluded in RAN2 #105 [3] not to fix this issue. This conclusion was appropriate for the eMBB use case, since eMBB services typically have a short duration and the SFN wrap-around is rare. Additionally, eMBB services do not have strict PDB constrains, so small additional delays, in the few cases when SFN wraps around, would not make any real impact on the user. However, we expect this issue to affect XR traffic more severely than eMBB traffic, due to the following reasons:
· The length of the XR service duration is expected to be in the order of (dozens of) minutes, so the SFN will wrap around multiple times during the XR service. 
· XR service has a tight PDB and SFN wrap-around takes a few valuable milliseconds each time it occurs, since the DRX cycle and traffic arrival pattern stop being matched. This results in additional latency. Moreover, this also results in a waste of UE power, since the UE is in DRX Active Time when traffic is actually not expected. 
· Solving this problem via an RRC reconfiguration is one possibility. However, each time there is an RRC reconfiguration, the connection may be interrupted for up to several dozens of milliseconds, leading to loss of, or delayed data, which is not acceptable for XR services.

[bookmark: _Toc115425996]SFN wrap-around may affect XR traffic by introducing additional delay and resulting in a waste of UE power.

The SFN wrap-around issue occurs when applying the MAC C-DRX formula to determine the start of the drx-onDurationTimer [4]: [(SFN × 10) + subframe number] modulo (drx-LongCycle) = drx-StartOffset.
Specifically, SFN takes values in the range 0–1023 and the subframe number can be from 0 to 9, so the term [(SFN × 10) + subframe number]  ranges from 0 to 10239 and then repeats these values, i.e. every time SFN=0 again. Consequently, if the DRX cycle length is not a factor of 10240 ms, the formula calculates wrongly the start of the DRX cycle every time the SFN value wraps around and then propagates this offset to the next cycles. We note that this issue is not specific to XR traffic and occurs for any R15/16 DRX cycle length that is not a factor of 10240 ms. 
To solve this issue, we propose the following simple modification of the DRX formula, by introducing counter m:
[((1024×m + SFN) × 10) + subframe number] modulo (drx-LongCycle) = drx-StartOffset,
where m=0 when DRX is activated and is incremented every time SFN=0. 
This SFN wraparound solution requires only minimal specification changes (see Annex C).  

[bookmark: _Toc115425998]Solve the SFN wrap-around problem in the DRX formula, by introducing a counter which increments every time that SFN wraps around.


2.3 DRX retransmission timer enhancements

When DRX is configured, PDCCH monitoring for re-transmissions may be governed by specific timers, drx-HARQ-RTT-TimerXX and drx-RetransmissionTimerXX (XX = DL or UL). In general, XR services have a tight PDB. This PDB should be per application packet as all the IP packets belonging to the same application packet must be delivered within the PDB. (We note that we adopt the term “application packet”, consistent with the term “packet” in [2], where “a packet models the set of IP packets belong to the same video frame”.) However, these IP packets may arrive at RAN at slightly different time moments, and they will be queued a different period of time depending on the network load, scheduling decisions, or TDD pattern. This results in that each individual IP packet in the application packet will have a different “PDB left”. The network may decide to perform retransmissions, if needed, or not, taking into consideration the “PDB left”. 
The problem resides in that, once the DRX retransmission timers are configured, the UE always monitors the PDCCH, per HARQ process, according to the configuration, even if the network does not intend to schedule a retransmission. This results in a waste of UE battery power.   
A simple solution would be to indicate the maximum number of retransmissions; however, this is a suboptimal solution since the UE will anyway monitor the PDCCH for retransmissions, even if the network decided to not schedule a retransmission. There may also be cases in which the PDB left allows for retransmissions, and in such case, the retransmissions should not be limited by a hardcoded number but by the “PDB left”. A solution in which the network dynamically indicates if the UE should monitor or not for retransmissions is preferred. If the NW indicates to the UE to not monitor the PDCCH for retransmissions, then the UE would not start the DRX retransmission timers. 

[bookmark: _Toc115425999]Introduce a mechanism in which the NW can dynamically indicate to not monitor PDCCH for retransmissions (e.g. by not starting the DRX retransmissions timers) for a given HARQ process.

3 Text proposal for TR 38.835 
[bookmark: _Toc115426000]Adopt the text proposal below for Section 5.2.2 of TR 38.835

5.2.2.X Connected mode DRX enhancements
“Support for multiple DRX configurations running parallel for the same serving cell is studied and is identified to be beneficial for UEs with multiple XR traffic flows. It is concluded that multiple simultaneous DRX configurations are suitable if a single DRX configuration aligned with one flow does not satisfy the delay budget of other flows.

SFN wrap-around can cause unwanted DRX shifts if the DRX cycle is not a factor of 10240 ms. It is concluded that a possible solution is to introduce a counter in the DRX MAC formula, which is incremented at every SFN wrap-around.

Introducing a mechanism in which the network can dynamically indicate to not monitor PDCCH for retransmissions (e.g. by not starting the DRX retransmissions timers) for a given HARQ process may be useful to save power.”
Conclusion
In the previous sections we made the following observations: 
Observation 1	A single DRX configuration matched to a traffic flow may not be suitable to fulfill the PDBs of other traffic flows, resulting in zero capacity.
Observation 2	Multiple simultaneous DRX configurations, each matching a traffic flow, is suitable to achieve both high UE power saving gains and many satisfied UEs, if a single DRX configuration matched to one flow does not satisfy the PDBs of other flows.
Observation 3	SFN wrap-around may affect XR traffic by introducing additional delay and resulting in a waste of UE power.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Support multiple simultaneous DRX configurations to optimize power saving of UEs with multi-flow XR services.
Proposal 2	Solve the SFN wrap-around problem in the DRX formula, by introducing a counter which increments every time that SFN wraps around.
Proposal 3	Introduce a mechanism in which the NW can dynamically indicate to not monitor PDCCH for retransmissions (e.g. by not starting the DRX retransmissions timers) for a given HARQ process.
Proposal 4	Adopt the text proposal below for Section 5.2.2 of TR 38.835
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Annex A: Simulation results
In this annex we summarize our simulation results, based on the simulation methodology in [2] and the assumptions in Annex B. The UE power saving gain (PSG) is estimated vs. Always On and the capacity is estimated according to the definition adopted in [2], i.e. the maximum number of users per cell with at least 90% of UEs being satisfied, where a UE is satisfied if all its flows meet their own PDB requirements (99% of the application packets transmitted within their PDB).
[bookmark: _Ref106028568]Table 4 Results for CDRX, for FR1, high load, Dense Urban scenario, and VR multi-stream traffic: DL video (30 fps, 30 Mbps, ±4 ms jitter, 10 ms PDB), DL audio (10 ms periodicity, 10 ms PDB), UL pose (4 ms periodicity, 10 ms PDB)
	Tdoc #
	Power Saving Scheme
	CDRX cycle (ms)
	ODT (ms)
	IAT (ms)
	Load H/L
	avg # UEs/Cell
	floor (Capacity)
	% of satisfied UE
	Mean PSG of all UEs
	Mean PSG of satisfied UEs

	R1-2208401
	Always On
	-
	-
	-
	H
	5
	5
	94%
	-
	-

	R1-2208401
	R15/16 DRX
(Long DRX)
	10
	8
	4
	H
	5
	 5
	90.7%
	3.0%
	3.3%

	R1-2208401
	R15/16 DRX
(Short DRX)
	4
	2
	4
	H
	5
	 4
	85.9%
	6.9%
	7.2%

	R1-2208401
	Matched CDRX
	33.3 (equivalent 33-33-34)
	10
	4
	H
	5
	 0
	0%
	18.4%
	-

	R1-2208401
	Multi-flow DRX
	33.3
	10
	4
	H
	5
	 4
	88.4%
	13.4%
	13.6%
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Annex B: Simulation assumptions
For all simulation results, three flows are assumed: one DL video flow (30 fps, ±4 ms jitter, PDB of 10 ms), one DL audio flow (10 ms periodicity, PDB of 30 ms), and one UL pose flow (4 ms periodicity, PDB of 10 ms). DG is configured for the two DL flows, whereas CG is configured for the UL pose flow, so this flow does not affect the DRX configuration. 

The UE power consumption model is adopted from [5], with the additional UL power modelling in [2], namely linear interpolation method in linear scale for UE Tx power values other than 0 dBm and 23 dBm. Other parameters are summarized in Tables A.1 and A.2. 

Table A.1: System simulation parameters
	Parameter
	Deployment scenarios

	
	Dense Urban 
(38.913 w/ following parameters)


	Layout
	9cells with wraparound
ISD: 200m

	Channel model
	UMa (38.901)

	UE Distribution
	80% indoor, 20% outdoor

	Carrier frequency
	4 GHz

	Subcarrier spacing
	30 kHz

	BS height
	25m

	UE height
	For Dense urban and Urban Macro, the UE height for indoor UEs is updated as following based on Table 6-1 in TR 36.873.
	UE height (hUT) in meters
	general equation for UE height
	hUT=3(nfl – 1) + 1.5

	
	nfl for outdoor UEs
	1

	
	nfl for indoor UEs
	nfl ~ uniform(1,Nfl) where
Nfl ~ uniform(4,8)




	BS noise figure
	5 dB

	UE noise figure
	9 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Antenna Pattern
	3-sector antenna radiation pattern, 8 dBi

	BS Antenna Configuration 
	64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
(dH, dV) = (0.5λ, 0.5λ)

	UE Antenna Pattern
	Omni-directional, 0 dBi

	UE Antenna Configuration 
	2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	Down Tilt 
	12 degrees

	BS Transmit Power
	44 dBm per 20 MHz

Note: For system BW larger than above, Tx power scales up accordingly.

	UE max tx power
	23dBm

	System Bandwidth
	100 MHz



[bookmark: _Ref83715693]Table A.2: Other assumptions
	TDD Configuration 
	DDDSU

	Scheduler
	MU-MIMO PF scheduler 

	PHY processing delay
	UE PDSCH processing Capability #1
DL NACK to retransmission delay 1.5ms

	DMRS overhead
	1 DMRS symbol per PDSCH

	Power control parameter
	alpha: 0.8

	Transmission scheme
	Reciprocity-based precoding 

	Configured Grant
	On




[bookmark: _Ref110257114]Annex C: Proposed modifications to solve SFN wrap-around problem in 3GPP specifications

We propose to modify the 3GPP MAC specifications in [5] to capture our SFN wrap-around solution in Section 2.2, as follows. The proposed modifications are marked in red.
1> if SFN=0
     2> m = m+1
1> if the Long DRX cycle is used for a DRX group, and [(1024×m + SFN) × 10  + subframe number] modulo (drx-LongCycle) = drx-StartOffset
     2> if DCP monitoring is configured for the active DL BWP as specified in TS 38.213 [6], clause 10.3:
	3> if DCP indication […]; or
           3> if all DCP occasion(s) in time domain […]; or
           3> if ps-Wakeup […]:
              4> start drx-onDurationTimer after drx-SlotOffset from the beginning of the subframe
     2>	else:
            3> start drx-onDurationTimer for this DRX group after drx-SlotOffset from the beginning of the subframe
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