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1	Introduction
[bookmark: _Ref178064866]In RAN plenary 94-e [1], a new SI for Rel-18 on extended reality (XR) was agreed, with objectives covering 1) XR-awareness in RAN, 2) XR-specific power saving, and 3) XR-specific capacity improvements. 
In this contribution, we discuss possible study topics related to the third area, following the objectives in [1]:
“Objectives on XR-specific capacity improvements (RAN1, RAN2): 
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms: 
· SPS and CG enhancements;
· Dynamic scheduling / grant enhancements.”

In RAN2#119 the following agreement to further discuss solutions from the TR38.838 was made.
· As starting point, RAN2 can further discuss the solutions in TR 38.838 that can impact on L2 operation (e.g., BSR, LCP, assistance information for scheduling, packet discarding, prioritization) for XR-specific capacity improvement. RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before).

In this paper we are focusing on the BSR enhancements related to Dynamic Scheduling.
2	Discussion

2.1	BSR enhancement
Capacity is an important area for XR. It has been established that few XR users will consume most of the network capacity. Thus, introducing mechanisms to stretch that capacity for other XR users and, even more importantly, to protect other services such as eMBB is essential. 
XR is characterized by large and variable PDU set sizes. When a PDU set arrives to the UE buffer, the UE will typically generate a BSR. This BSR reports an index which quantizes the buffer size. The relationship between buffer sizes and indexes is provided in two distinct tables, one for the short BSR and a second table for the long BSR. The index only indicates that the UE buffer size in within two values, a maximum and a minimum value. The higher the index, the larger the quantification error (i.e. the larger the difference between the minimum and maximum value the index represents) is as shown in the following example, Figure 1, for the short BSR table. Similar behaviour is observed for the table used for the long BSR. 


[bookmark: _Ref115085615]Figure 1 Buffer sizes mapped to each index for the short BSR table.

Based on the BSR, the NW may provide any grant. However, it is likely that the network tries to satisfy the QoS of the service by delivering the PDU set within the PDB. If the NW provides a grant close to the minimum value range that the index represents, additional transmissions to empty the buffer may be needed resulting in an increased latency and higher probability to not meet the PDB. Providing a grant close to the maximum value range may allow emptying the buffer in a single transmission; on the other hand, it may also lead to wasting resources. 
Thus, reducing the quantification error is important to increase capacity. This is observed in Figure 2 in which considerable gains are obtained when a more precise buffer status value is provided. These gains can be increased even further with a smarter scheduler than a simple round robin scheduler. 

[image: ]
[bookmark: _Ref115086303]Figure 2 Capacity improvements when using a BSR with a more precise in buffer size table.  

[bookmark: _Toc115362947]Increasing the precision of the buffer sizes reported in the BSR improves the XR capacity

New BSR tables would be needed to address the inaccuracy when the indexes increase. Either new hardcoded tables are introduced in the standard, or tables are dynamically configured and built. The first approach, pre-defined tables, is not likely to be very useful as each application may use different codecs leading to different traffic characteristics and range of PDU set sizes. This mean that 3GPP would need to specify many tables to be able to cope with different ranges and different accuracies. Thus, pre-defining tables will be a sub-optimal and not future proof solution. On the other hand, creating tables dynamically, adapted to the specific service/application and its traffic characteristics, is a more forward and efficient and simpler method. The NW could provide, for example, a minimum value, a maximum value, and the number of steps. These values would depend on what the network has learned about the traffic characteristics and/or the information provided by the application. With only few parameters, the tables can be constructed easily. 
[bookmark: _Toc115362943]New BS tables are introduced and are created dynamically using NW signalling 

As indicated above, a more accurate buffer information can increase capacity even using a simple round robin scheduler. A more complex scheduler which uses time information could even take better scheduling decisions. Figure 3 shows an example of including delay information, e.g., the time left until exceeding the PDB for the application packets in the UE buffer, in the BSR and using it in a delay-aware scheduling algorithm (Least Slack Time) to better prioritize users in most urgent need, providing them resources to meet their PDB. In this way, network resources can be used more effectively with another 10% gain in XR capacity.
[image: ]
[bookmark: _Ref111019127]Figure 3. Capacity improvement when delay information is included in BSR and used by a Least Slack Time scheduler. Note that BSR granularity enhancements are not considered in these results.

[bookmark: _Toc115362948]PDU Set delay information reported to the network is useful

In general, buffer or delay information are related to a PDU set. The buffer size could belong to 1 or more PDU sets, for example. Indicating the buffer size for each of the PDU sets potentially with its delay information is more useful for the scheduler as it allows the scheduler to decide on the resources based on the packets which need to be transmitted within the PDB considering the provided delay information. Similar as for the buffer status, delay information would need to be quantified, condensed, into a limited number of bits such, for example, an index. This also implies that some tables are constructed. A similar approach as above can be followed i.e. the network can provide the parameters to build these delay tables. In this case, however, few indexes would be needed, as timing information is only relevant when there are tight time constrains.
[bookmark: _Toc115362944]Buffer status information and delay information are provided per PDU set

All this leads to think that new BSR formats should be introduced to cope with the new needs for XR. Having buffer information for a whole logical channel group is not efficient any longer. However, having buffer and delay information per PDU set within a logical channel ID could be much more effective from a capacity point of view, so the NW can allocate resources accurately taking into account the delay for the given PDU set.
[bookmark: _Toc115362945]New short and long BSR formats are created.

Another aspect to discuss is the inter-operation between legacy BSRs and the new BSR reporting. While these are aspects to be discussed during the Work Item phase, we think that the inter-operation between these 2 BSRs is simple. If the UE is configured with additional tables, the UE always would use the table which will provide a most accurate buffer status information and uses the associated BSR format.
At this stage, if it not foreseen that new triggering mechanisms are needed. The same mechanisms as for legacy BSR triggering are considered sufficient. Nonetheless, this can also be reviewed during the Stage 3 given a new BSR is introduced. 
[bookmark: _Toc115362946]Current BSR triggering conditions are the baseline conditions for any new BSR. Further conditions can be discussed in Stage 3.  
Introduce in the TR the TP found in the annex. 

[bookmark: _Toc70424553][bookmark: _Ref189046994]3 Conclusion
In the previous sections we made the following observations: 
Observation 1	Increasing the precision of the buffer sizes reported in the BSR improves the XR capacity
Observation 2	PDU Set delay information reported to the network is useful

Based on the discussion in the previous sections we propose the following:
Proposal 1	New BS tables are introduced and are created dynamically using NW signalling
Proposal 2	Buffer status information and delay information are provided per PDU set
Proposal 3	New short and long BSR formats are created.
Proposal 4	Current BSR triggering conditions are the baseline conditions for any new BSR. Further conditions can be discussed in Stage 3.  
4 References
1. [bookmark: _Ref115073957]RP-220285, “Study on XR Enhancements for NR”
Annex

5.2.2.x 	BSR enhancements
XR is characterized by large and variable PDU set sizes. When a PDU set arrives to the UE buffer, the UE will typically generate a BSR. This BSR reports an index which quantizes the buffer size. The relationship between buffer sizes and indexes is provided in two distinct tables, one for the short BSR and a second table for the long BSR. The index only indicates that the UE buffer size in within two values, a maximum and a minimum value. The higher the index, the larger the quantification error (i.e. the larger the difference between the minimum and maximum value the index represents).
New buffer size (BS) tables would be needed to address the inaccuracy when the indexes increase. Either new hardcoded tables are introduced in the standard, or tables are dynamically configured and built. With the first approach, many tables need to be introduced to be able to cope with different ranges and different accuracies. Thus, pre-defining tables will be a sub-optimal and not future proof solution. On the other hand, creating tables dynamically, adapted to the specific service/application and its traffic characteristics, is a more forward and efficient and simpler method. The NW could provide, for example, a minimum value, a maximum value, and the number of steps. These values would depend on what the network has learned about the traffic characteristics and/or the information provided by the application. With only few parameters, the tables can be constructed easily. 
In addition to buffer information, delay information per each PDU set, e.g., the time left until exceeding the PDB for the application packets in the UE buffer, can be used in a delay-aware scheduling algorithm to better prioritize users. In this way, network resources can be used more effectively with another 10% gain in XR capacity.
New BSR formats would be needed to convey, at least, this new information i.e. buffer status and delay information per PDU set. The baseline triggers can be used for these new formats, though, new triggers specific for XR could be discussed. 
RAN2 recommends: introducing new dynamic BS tables; including BS and delay information per PDU set; legacy triggering mechanisms are taken as baseline.
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