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1. Introduction
RAN1#110 made the following agreements regarding the Life Cycle Management (LCM) aspects of AI/ML for NR air interface [1]:
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management:
· Data collection 
· Note: This also includes associated assistance information, if applicable.

· Model training

· [Model registration]

· Model deployment

· Note: Terminology is to be defined.

· [Model configuration]

· Model inference operation

· Model selection, activation, deactivation, switching, and fallback operation

· Model monitoring

· Model update

· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

· Model transfer

· UE capability  
Note: Some aspects in the list may not have specification impact.

Note: Aspects with square brackets are tentative and pending terminology definition.

Note: More aspects may be added as study progresses. 


In this contribution, we discuss some potential RAN2 impacts related to the LCM components identified by RAN1.
2. Discussion
2.1. Capability Exchange

The network needs to know a UE’s capability (e.g., supported frequency bands and band combinations for carrier aggregation and dual connectivity, buffer sizes, supported data rates, measurement capabilities, etc.,) to configure the UE properly. The network requests for UE capabilities during registration procedure and stores it locally. The UE doesn’t need to send UE capabilities every time RRC connection is established or re-established. The network can request the UE to send its capabilities at any time while the UE is in RRC_CONNECTED (via UE capability transfer procedure, as shown below):
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Figure 1: UE capability transfer (TS 38.331)
A multitude of supported UE capabilities can be communicated using the capability transfer, which ranges from physical layer aspects (e.g., level of MIMO support) to higher layers (e.g., Quality of Experience reporting support for streaming services). And this can be done in an efficient manner, where the network can ask for a specific capability information that is relevant to the situation at hand, for example, before configuring/re-configuring the UE for some functionality (TS 38.306, TS 38.331).

Observation 1: The NR capability transfer framework enables the efficient transfer of UE capabilities, ranging from physical layer capabilities to application layer capabilities. 

Considering the extensive and efficient way the current UE capability framework is, it is desirable to reuse it for exchanging AI/ML related capabilities instead of defining a new AI/ML specific capability exchange framework. The AI/ML capability exchange can be part of a wider procedure for AI/ML model registration, or it can be done prior to the AI/ML model registration stage.

The capability exchange for AI/ML can be as simple as a binary indication of whether a UE is equipped with AI/ML capabilities for different RAN related functions, or it could be detailed information such as the number/types of AI/ML models supported for different RAN functionalities, specific parameters related to these models, etc.,
Proposal 1: The NR capability transfer framework and associated RRC messages to be used for AI/ML capability exchange. Required enhancements/additions are FFS. 

2.2. Model Registration

In the case of one-side models deployed at just the UE or just the gNB, there is a likelihood that the model may be (Network or UE vendor) implementation-specific. While it may be the responsibility of that vendor to update the AIML model in a non-standardized way, if the model is being used to replace or complement some elements/functionalities related to the air interface operations of the legacy system, there may be a need for the gNB to have visibility of the model, at least for performance monitoring. 
In the case of two-sided models, there will be a need to standardize (at least some aspects) of the mechanisms for transferring the model between the UE and the gNB, such as the formats of the ML model that are supported, storing and performance capability of the UE and gNB, the time duration expected to perform the model transfer from the gNB to the UE and vice-versa.
Observation 2: Even in the case of one-side AI/ML models that are implementation specific (e.g., vendor specific model at the UE), the unique identification of the model is desirable, at least for performance monitoring of the model.

The model registration process may be performed after an initial capability transfer is done between the UE and gNB, a model verification process whereby the applicability of the ML model is assessed and a model identity assignment stage where an ID, unique to the model, is assigned by either the gNB or the UE (e.g., within an ID space defined by the gNB).
To improve the AI/ML algorithms between different nodes (UE or gNB) and save time and computational resources on the training, assistance information may be needed. This can include the UE getting information from the gNB to train or fine-tune its local AI/ML model for inference or the gNB sending (more) reference signals to the UE for data collection and training of AI/ML model at the gNB. It also includes any performance monitoring of the AI/ML model at the UE by the gNB. Enabling any type of inter-node assistance will require assignment of unique IDs to AI/ML models. As such, the serving gNB can assign and keep track of the AI/ML models in use. The gNB can also configure the UE with rules to assign IDs within an ID space managed by the gNB.

Proposal 2: AI/ML models used at the UE, whether UE vendor specific or provided by the network, need to be uniquely identified (e.g., model ID). 

There may be a model verification stage as part of the registration process in cases for AI/ML model used at the UE. During this stage, the UE can be configured to verify if the AI/ML model is ready for inference. The UE can verify compatibility aspects including whether the format of the AI/ML model provided by the gNB is supported by the UE, whether the AI/ML model exceeds the UE capability or whether the model can be compiled to UE-specific target execution environments. The UE can also be configured to verify integrity aspects of AI/ML model.
In the case of a one-sided model at the UE, the UE can be configured to verify interoperability of the AI/ML model with the gNB. For example, in the CSI use case, the UE can be configured to verify if the encoder model at the UE is interoperable with the decoder model at the gNB so that the gNB can reconstruct the CSI feedback sent by the UE.

Observation 3: A verification process is desirable to check integrity, compatibility, and interoperability aspects of the AI/ML model.

Proposal 3: UE can be configured to perform a verification procedure before starting to use an AI/ML model for inference. Details are FFS.
2.3. Model selection, activation, deactivation, switching and fallback
The performance of the AI/ML model can be monitored by the gNB or by the UE with the UE reporting the model KPIs and performance results to the gNB. Subsequently, the gNB can send activation and deactivation requests (via DL MAC CE) using the model ID. In the uplink, the UE can send model selection requests for download from the gNB (via UL MAC CE), e.g., for an AI/ML model specific to a RAN function of interest. Subsequent to AI/ML model performance monitoring and reporting of the results, indications for AI/ML model switching or fallback to legacy procedures may also need to be dynamically indicated in the UL and DL.
Observation 4: 
Model selection, activation, deactivation, switching and fallback to legacy will have RAN2 impacts.
Proposal 4: 
Dynamic indications for model selection, activation, deactivation, switching and fallback to legacy procedures should be supported.
2.5  Data collection
NR has an extensive Minimization of Drive Test (MDT) framework, where the UE can be configured to perform measurements, log the measurements, and report them to the network upon request (TS 37.320, TS 38.331), mainly to be used for network performance optimization (e.g., identify coverage holes). The UE is provided (while in RRC_CONNECTED) with a logged measurement configuration (as shown in Figure 2), and the UE performs the measurements and logs them while in RRC_IDLE or RRC_INACTIVE. The logged measurement configuration includes detailed information such as:

·  the area (e.g., list of cells) in which the UE performs the measurement logging (i.e., UE performs the measurements only on the list of cells included in the area configuration)

· The neighbouring frequencies and cells to be measured while in the configured area

· Logging duration

· Logging type (periodical logging or event based, e.g., when the camped cell quality is below a specified threshold)

·  Etc.,
The UE logs not only the measurement results (e.g., signal levels of camped on cell and neighbour cells) but also additional information such as the location and timestamp of where/when each measurement sample is taken.
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Figure 2: MDT measurement configuration for Logged MDT (TS 37.320)
While in RRC_CONNECTED state, the UE can indicate that it has logged measurements available (e.g., in RRC complete messages such RRCReconfigurationComplete), and the network can request the UE to send the logged measurements via UE Information transfer procedure shown below (network indicating logged measurements in the UEInformationRequest message and UE sending the logged measurements in the UEInformationResponse message). The UE is allowed to release the logged measurements 48 hours after the end of the logging duration if the network have not requested it.
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Figure 3: UE information procedure (TS 38.331)
Observation 5: The logged MDT framework in NR enables the network to efficiently configure a multitude of UEs to perform and log radio signal measurements while in IDLE/INACTIVE state and report them (on a need basis) while in CONNECTED state. 

For data collection related to AI/ML, the MDT framework can be extended (e.g., support for CONNECTED mode, enhancements for logging AI/ML related information such as KPIs, etc.) or a new AI/ML data collection framework can be specified that is based on the MDT framework. 

Proposal 5: RAN2 and RAN3 to discuss if the logged MDT framework in NR can be enhanced to support AI/ML related data collection or a new AI/ML data collection framework is needed. 

2.6  UE Assistance Information

In NR, the UE can send a UE Assistance Information (UAI) message, where the UE can indicate to the network internal UE conditions and/or preferences. For example, the UE can indicate information related to power savings (preferred DRX parameters, bandwidth, number of MIMO layers), overheating level, measurement relaxation, preferred RRC states of SCG while operating in DC, etc. The network can then reconfigure the UE to match the UE conditions/preferences (e.g., configure longer/shorter DRX cycles, reduce/increase the number of MIMO layers, reduce increase UL/DL scheduling based on the overheating level, configure measurement relaxation, activate/deactivate the SCG, etc.,).
Observation 6: In NR, UAI is used for the UE to communicate to the network current UE conditions/preferences, enabling the network to (re)configure the UE to match the current UE conditions/preferences. 

Considering there is already a UAI mechanism for exchanging UE conditions and preferences, it is desirable to reuse it for communicating AI/ML related UE conditions and preferences

Proposal 6: The current UAI to be extended to enable the UE to communicate AI/ML related UE conditions and preferences. Details of the needed enhancements are FFS. 

There are different types of UEs with different capabilities supporting different levels of AI/ML features and functionalities. The resources (both radio and computation) needed for AIML operation may also be time varying and dependent on other traffic/operations active at the UE at any given time. As such, ways for the UE to dynamically report its status for computation resources that it can allocate to AI/ML operations and the inference latencies that it can tolerate will be useful for AIML operations.

Observation 7: Training and deployment of an AI/ML model at the UE is conditional on the computational resources available at the UE.

Proposal 7: RAN2 to study ways for UE to dynamically report its status for computational resources and latencies.

3. Conclusion
In this contribution, some potential RAN2 impacts of introducing AI/ML functionalities for NR air interface are discussed and the following observation are made:
Observation 1: The NR capability transfer framework enables the efficient transfer of UE capabilities, ranging from physical layer capabilities to application layer capabilities. 

Observation 2: Even in the case of one-side AI/ML models that are implementation specific (e.g., vendor specific model at the UE), the unique identification of the model is desirable, at least for performance monitoring of the model.

Observation 3: A verification process is desirable to check integrity, compatibility, and interoperability aspects of the AI/ML model.

Observation 4: 
Model selection, activation, deactivation, switching and fallback to legacy will have RAN2 impacts.

Observation 5: The logged MDT framework in NR enables the network to efficiently configure a multitude of UEs to perform and log radio signal measurements while in IDLE/INACTIVE state and report them (on a need basis) while in CONNECTED state. 

Observation 6: In NR, UAI is used for the UE to communicate to the network current UE conditions/preferences, enabling the network to (re)configure the UE to match the current UE conditions/preferences. 

Observation 7: Training and deployment of an AI/ML model at the UE is conditional on the computational resources available at the UE.

Based on these observations, the following proposals are made:

Proposal 1: The NR capability transfer framework and associated RRC messages to be used for AI/ML capability exchange. Required enhancements/additions are FFS. 

Proposal 2: AI/ML models used at the UE, whether UE vendor specific or provided by the network, need to be uniquely identified (e.g., model ID). 

Proposal 3: UE can be configured to perform a verification procedure before starting to use an AI/ML model for inference. Details are FFS.

Proposal 4: 
Dynamic indications for model selection, activation, deactivation, switching and fallback to legacy procedures should be supported.

Proposal 5: RAN2 and RAN3 to discuss if the logged MDT framework in NR can be enhanced to support AI/ML related data collection or a new AI/ML data collection framework is needed. 

Proposal 6: The current UAI to be extended to enable the UE to communicate AI/ML related UE conditions and preferences. Details of the needed enhancements are FFS. 

Proposal 7:  RAN2 to study ways for UE to dynamically report its status for computational resources and latencies.
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