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At RAN#94-e meeting, a new SID on AI/ML for air-interface was approved for Rel-18 [1], and then the latest SID [2] was approved at RAN#96 meeting.

In the SID [2], three use cases are listed:
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels



This paper is to provide initial considerations on RAN2 impacts for the use cases, based on the latest RAN1 progress.
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[bookmark: _Hlk47445522]RAN2 impacts for the use case CSI feedback
Discussions on sub use cases
In RAN1#109-e meeting, sub use cases and potential specification impact for CSI feedback enhancement has been discussed and the following agreement has been achieved.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 


Except for spatial-frequency domain CSI compression using two-sided AI/ML model, there are some other sub use cases which have been discussed and the following conclusion has been made in the last RAN1 meeting [3].
Further discuss the following possible sub-use cases, for CSI feedback enhancement after evaluation methodology discussion:
· Temporal-spatial-frequency domain CSI compression using two-sided model;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· CSI prediction using one-sided model;
· CSI-RS configuration and overhead reduction;
· Resource allocation and scheduling;
· Joint CSI prediction and compression.
The (sub-) use cases listed above are pending for RAN1 discussions. 
In RAN1#110 meeting, companies agreed that CSI-RS configuration and overhead reduction, and resource allocation and scheduling are not selected as representative sub-use cases. Additionally, the following conclusion has been achieved in RAN1#110 meeting:
	Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.


The AI/ML-based CSI prediction is used to predict future CSI based on historic CSI. From the preliminary results in our RAN1 contribution, AI/ML-based CSI prediction outperforms the baseline without CSI prediction in terms of GCS. However, there are some aspects, such as the number of reported CSIs, CSI type as the input of the AI/ML model and observation/prediction window, etc., still need further discussion and to be aligned. Since now a one-sided structure is considered as a starting point, if UE-side model is adopted, the UE needs to report future CSIs to network. How many future CSIs the UE needs to report; whether to report the predicted CSI only or report the CSI of current slot together, etc. These aspects may have RAN2 impact and need further study.
Further discussion on evaluation methodology for CSI prediction sub use case is need. RAN2 can identify which aspects need more inputs from RAN1 on CSI prediction sub use case.

Observation 1: For the CSI feedback use case, RAN1 has agreed on the sub use case Spatial-frequency domain CSI compression, and RAN1 is still discussing the sub use case CSI prediction.

Proposal 1: RAN2 can take the use case (i.e. Spatial-frequency domain CSI compression using two-sided AI model, CSI prediction) into account when discussing RAN2 impacts.

RAN2 impacts on CSI feedback compression
In RAN1#110 meeting, as for the AI/ML model training collaborations using two-sided model, the following agreement has been achieved.
	Agreement:
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


In our RAN1 contribution [4], the possible RAN2 impacts are discussed (e.g. AI/ML model representative format, the training data samples and labels transmission between network and UE, etc.) for different types of AI/ML model training collaborations.
Based on the analysis in our RAN1 contribution [5], it can be seen that there are pros and cons for each training type. Further study and comparison are needed before making decision on the direction to move forward. The overall goal is to find a feasible way that supports the commercialization and maximize the benefits that AI/ML can bring.
In our RAN2 paper [9], we provide some analysis on model transfer/delivery, and in order for efficient RAN2 discussions, RAN2 needs more RAN1 inputs.
Proposal 2: For training collaborations, RAN1 will further study type 1, 2 and 3, and RAN2 needs more inputs from RAN1, e.g. how a type works and requirements on the information exchanged between UE and network.
CSI compression is a typical case that may require joint AI/ML inference operation between UE and gNB. The auto-encoder based AI/ML model is a generally adopted example of two-sided model for AI/ML based CSI feedback enhancement, including the CSI compression part at UE and a corresponding CSI decompression part at gNB.
In RAN1#110 meeting, the following agreement has been achieved.
	Agreement:
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration (size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement:
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing
Agreement:
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


For CSI compression sub-use case using two-sided model, network may collect the training inputs (e.g. eigenvector) from UE via air interface during the training phase. If we assume the separate training at network and at UE without model transfer, the training data samples of the CSI generation part including the input CSI and corresponding labels need to be shared from network to UE. Note that, for all types of training, training data samples transmission may also be required if the data is collected from the real network. The delivery of data samples may have RAN2 impacts, and RAN2 may need more inputs from RAN1. 
In our company contribution R1-2205891, for obtaining training labels for CSI compression, three options are listed as follows:
Option 1: Use the ground-truth CSI from simulation platform or test field
Option 2: Use the ground-truth CSI of realistic UL channels measured by network
Option 3: Use the ground-truth CSI of realistic DL channels measured by UE and reported to network
Option 3 may impact RAN2. RAN2 may need to check with RAN1 on details. Once RAN1 makes more progress on solutions, RAN2 can discuss potential RAN2 impacts.
Additionally, the following aspects may have potential RAN2 impacts for CSI compression use case using two-sided model: 
· The configuration/dimension of the output of CSI generation model, such as antenna configurations, sub band configurations and feedback bit configurations. 
· The type of the CSI reconstruction model input, e.g., whether the model input is eigenvector or channel matrix. These information can be explicitly or implicitly indicated. 
· Pre-processing and post-processing of the input and output for CSI compression.
In short, the measurement reporting (e.g. additional training data samples delivery across platforms) may need to be enhanced to support the training phase of two-sided model. And configuration-related (e.g. model configuration (size/format) of CSI report, model output configuration of output CSI, etc.) signalling and procedures may have RAN2 impacts.
Proposal 3: For two-sided AI/ML-based CSI feedback enhancement use case, RAN2 need more inputs to further study potential impacts of reporting configuration and AI-based CSI reporting.


RAN2 impacts for the use case Beam Management
Discussions on sub use cases
According to the agreements from RAN1 #109-e meeting [2], there are two approved sub-cases for AI/ML-based beam management:
	Agreements：
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range



Observation 2: For the beam management use case, RAN1 has agreed on the sub use case BM-Case 1 and BM-Case 2, and FFS on other sub use cases.

Proposal 4: RAN2 can take the use case BM-Case 1 and BM-Case 2 into account when discussing RAN2 impacts.

RAN2 impacts on BM use cases
At RAN1#109-e meeting, RAN1 made the following agreement. So far RAN1 is still discussing on whether one-sided/two-sided AI/ML models are suitable for BM use cases, and on details. In our RAN1 paper [7], for BM-Case 1 and BM-Case 2, we proposed that the AI/ML model is implemented with one-sided operation, i.e. training and inference are performed at the same side.
	Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side



Proposal 5: For AI/ML-based BM use case, one-sided model should be considered as a starting point.

In general, by utilizing realistic measurement results of sparse beams, i.e. Set B as the input for AI model, the network can infer a full beam prediction, i.e. Set A and choose the top-K beams from Set A, instead of the exhaustive beam searching in conventional method. RAN1 is now focusing on the detail of AI functions to specific scenarios and the evaluation methods, while the potential impacts to specifications have also been slightly discussed. By taking the currently achieved agreements into consideration, we shall provide our analysis about high-layer specification impacts within the aspects of model training, model inference and model monitoring.

In the BM use case, the AI model should be pre-trained based on realistic measurement results before applying for predictions. In the RAN1#110-e meeting, the follow agreements are achieved for model training [3].

	Agreements：
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.



For model inference, currently RAN1 has the following agreements:
	Agreements：
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side



For model monitoring, currently RAN1 has the following agreements:
	Agreements：
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded

· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size




By taking the above agreements into considerations, the main impacts to RAN2 come from the measurements and configurations, which can be classified into the following two kinds:
· Enhancement for existing specifications. For example, for AI model training/inference at NW side, the gNB may need the realistic beam measurement and corresponding results reports, which are already supported in current RAN2 specifications. However according to RAN1 discussion progress, there could be potential enhancements for the beam measurements, e.g. the number of measured beams will exceed the upper boundary in current specifications and thus causing extra overhead. Meanwhile, to inform the UE to perform the enhanced measurements, there should be corresponding configuration enhancements.
· Newly introduced measurements. Through the agreements, RAN1 has claimed that there might be new beam measurements and/or reports. For example, the details of the AI functions, e.g. average L1-RSRP difference of top-1 predicted beam, beam prediction accuracy, latency reduction, etc. Once RAN1 has clear requirements about the new measurements and reports, RAN2 should start the corresponding discussions. Besides, RAN1 also indicated the need for signaling of assistance information, yet details are still in discussion.

Proposal 6: For AI/ML-based BM, RAN2 needs more RAN1 inputs on requirements on:
· the enhancements on measurements
· the enhancements on related configurations

RAN2 impacts for the use case Positioning
Discussions on sub use cases
RAN1#110 made the following agreements, and further discussion on use cases are not precluded.
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results



Observation 3: For the positioning use case, RAN1 has agreed on direct AI/ML positioning and AI/ML assisted positioning as two methods, and RAN1 will further discuss the use cases.

RAN2 impacts on Positioning use cases
At RAN1#110 meeting, the following agreement has been made:
	Agreement
When reporting evaluation results with direct AI/ML positioning and/or AI/ML assisted positioning, proponent company is expected to describe if a one-sided model or a two-sided model is used.
· If one-sided model (i.e., UE-side model or network-side model), the proponent company report which side the model inference is performed (e.g. UE, network), and any details specific to the side that performs the AI/ML model inference.
· If two-sided model, the proponent company report which side (e.g., UE, network) performs the first part of interference, and which side (e.g., network, UE) performs the remaining part of the inference.



According to our RAN1 contribution for the AI/ML framework [4], the AI/ML operation modes for one-sided (AI/ML) model can include NW-side operation mode and UE-side operation mode, where model training/updating/inference at NW and UE, respectively. As discussed in [4], an AI/ML model exchange would face the issues of AI/ML model delivery overhead and the need to define an AI/ML model representation format (MRF) across platforms for two-sided model. Since this introduces unnecessary complications in our view, we only discuss the cases for one-sided model at this stage as a starting point for positioning accuracy enhancements use case.

Proposal 7: For AI/ML-based positioning accuracy enhancements use case, one-sided model should be considered as a starting point.

In RAN1#110 meeting [3], the following agreement has been achieved:
	Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded



As discussed in our RAN1 contribution [5], for the one-sided AI/ML-based positioning accuracy enhancement, the training/inference can be located at LMF, gNB or UE, which may result in different network/UE impacts. 
For LMF-side AI/ML operation mode, the LMF needs to collect training inputs and ground-truth labels, for example, from PRUs. Then, the LMF can train the AI/ML models for UE coordinates or LOS/NLOS identification. During the model training/updating phase, as shown in Figure 1 (a) for uplink transmission, PRUs feedback training labels to the LMF and send SRS to the gNB as configured. And the gNBs can measure SRS from PRUs and transmit the results, e.g., CIR, CFR or post-processed CIR to the LMF. As shown in Figure 1 (b), during the model inference phase, gNBs can measure SRS from UE and transmit the results to the LMF, and the UE coordinates are inferred at the LMF.
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	1. LMF-side model training/updating phase
	1. LMF-side model inference phase


[bookmark: _Ref110967965]Figure 1 AI/ML-based positioning procedures with LMF-side operation mode
For gNB-side AI/ML operation mode, the gNB collects channel measurements and LOS/NLOS state information from PRUs for training as shown in Figure 2 (a). And for inference as shown in Figure 2 (b), the UE LOS/NLOS state is inferred at the gNB by using the SRS measurement results. Then LMF conduct final positioning based on these intermediate results (e.g. inferred LOS/NLOS state).
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	1. gNB-side model training/updating phase
	1. gNB-side model inference phase


[bookmark: _Ref111049837]Figure 2 AI/ML-based positioning procedures with gNB-side operation mode
For UE-side AI/ML operation mode, the UE needs to collect channel measurements and ground-truth labels from network. UE may need to collect channel measurements, but it is a bit unclear whether the current measurements and reporting are already sufficient. Nevertheless, it would be more convenient to collect sufficient training inputs at the gNB and LMF rather than doing it at the UE.
The potential specification impact for one-side AI/ML-based may include: channel measurements (e.g., CIR or CFR) reported from gNB or UE to LMF, which may have RAN3 or upper layer impacts. For AI/ML-based positioning accuracy enhancements use case, the impacts on RAN2 is still unclear for the time being. RAN2 can identify which aspects need more inputs from RAN1. Therefore, the following observation and proposal are made:
Observation 4: For one-sided AI/ML-based positioning accuracy enhancements, the impacts on RAN2 is still unclear for the time being.
Observation 5: For one-sided AI/ML-based positioning accuracy enhancements, there may be potential RAN3 impacts (e.g. channel measurements reported from gNB to LMF), pending on which node is in the one-sided AI/ML operation mode.

In RAN1#110 meeting, the following agreement has been achieved:
	Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded


Since two-sided model introduces unnecessary complications in our view, we only discuss the cases for one-sided model at this stage as a starting point for positioning accuracy enhancements use case. For one-sided AI/ML-based positioning accuracy enhancement use case, the impacts of model monitoring on RAN2 is unclear for the time being. Since there’s no model exchange across platforms in one-sided model, model updating doesn’t have RAN2 impacts. Therefore, the following is made:
[bookmark: _GoBack]Proposal 8: For AI/ML-based positioning accuracy enhancement, the impacts of model monitoring on RAN2 are unclear for the time being, and RAN2 needs more inputs from RAN1, e.g. how/which entity should monitor.


In RAN1#109-e meeting, potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels was agreed as follows:
	Agreement
Study further on sub use cases and potential specification impact of AI/ML for positioning accuracy enhancement considering various identified collaboration levels.
· Companies are encouraged to identify positioning specific aspects on collaboration levels if any in agenda 9.2.4.2.
· Note1: terminology, notation and common framework of Network-UE collaboration levels are to be discussed in agenda 9.2.1 and expected to be applicable to AI/ML for positioning accuracy enhancement. 
· Note2: not every collaboration level may be applicable to an AI/ML approach for a sub use case


For the sub use cases for AI/ML based positioning accuracy enhancements, RAN1 has not reached specific agreements. Further study and discussion are needed on sub use cases and potential specification impact. As for the collaboration level, which varies with sub use cases, there may be different network/UE impacts for different sub use cases. It’s premature for RAN2 to discuss collaboration levels on positioning accuracy enhancement use case. 

Conclusion
In this paper, we discuss use case specific aspects, and it is proposed:

For use case CSI feedback
Observation 1: For the CSI feedback use case, RAN1 has agreed on the sub use case Spatial-frequency domain CSI compression, and RAN1 is still discussing the sub use case CSI prediction.

Proposal 1: RAN2 can take the use case (i.e. Spatial-frequency domain CSI compression using two-sided AI model, CSI prediction) into account when discussing RAN2 impacts.
Proposal 2: For training collaborations, RAN1 will further study type 1, 2 and 3, and RAN2 needs more inputs from RAN1, e.g. how a type works and requirements on the information exchanged between UE and network.
Proposal 3: For two-sided AI/ML-based CSI feedback enhancement use case, RAN2 needs more inputs to further study potential impact of reporting configuration and AI-based CSI reporting.

For use case Beam Management
Observation 2: For the beam management use case, RAN1 has agreed on the sub use case BM-Case 1 and BM-Case 2, and FFS on other sub use cases.

Proposal 4: RAN2 can take the use case BM-Case 1 and BM-Case 2 into account when discussing RAN2 impacts.
Proposal 5: For AI/ML-based BM use case, one-sided model should be considered as a starting point.
Proposal 6: For AI/ML-based BM, RAN2 needs more RAN1 inputs on requirements on:
· the enhancements to measurements
· the enhancements to related configurations

For use case Positioning
Observation 3: For the positioning use case, RAN1 has agreed on direct AI/ML positioning and AI/ML assisted positioning as two methods, and RAN1 will further discuss the use cases.
Observation 4: For one-sided AI/ML-based positioning accuracy enhancements, the impacts on RAN2 is still unclear for the time being.
Observation 5: For one-sided AI/ML-based positioning accuracy enhancements, there may be potential RAN3 impacts (e.g. channel measurements reported from gNB to LMF), pending on which node is in the one-sided AI/ML operation mode.

Proposal 7: For AI/ML-based positioning accuracy enhancements use case, one-sided model should be considered as a starting point.
Proposal 8: For AI/ML-based positioning accuracy enhancement, the impacts of model monitoring on RAN2 are unclear for the time being, and RAN2 needs more inputs from RAN1, e.g. how/which entity should monitor.
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