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1. Introduction

In the last RAN2 meeting, the following agreements for XR-awareness at RAN were made [1]:

	· RAN2 assumes that PDU Set based parameters and PDU Set related information may be used for better support of XR services. RAN2 can consider both UL and DL directions.

· RAN2 will study PDU Set based parameters and PDU Set related information handling in Network and UE

· RAN2 to adopt the current SA2 definition of PDU Set as an application media unit as working assumption, subjected to further guidance from SA2 and SA4. 

· XR awareness discussion in RAN2 should consider PDU set characteristics and how to use the information available on those (for UL and/or DL). Can also consider how to handle data bursts.

· RAN2 can study e.g. periodicity, arrival time, jitter and frame-size variations for XR awareness to enable power savings and capacity enhancements. Can study also how often such parameters change (i.e. how dynamic they are).

· RAN2 can consider how PDU sets can be mapped to DRBs (FFS if SA2 discussion on PDU set mapping to QoS (sub-)flows impacts this)


In SA2, XR is being discussed and researched in parallel. One of the SA2 key issues which requires collaboration with RAN WGs is Key Issue #4: PDU Set integrated packet handling and Key Issue #5: Differentiated PDU Set Handling [2]. 
During the last RAN2 meeting, RAN2 has discussed that one impact on RAN is how to map PDU sets with different importance to DRBs. Besides, in SA2, they have three options to deliver PDU set importance information to RAN node on the table. In this contribution, we will further analyse the pros and cons for each option, and try to identify necessary issues requiring an interaction with SA2. We will analyse how to provide PDU set integrity handling at RAN for XR traffic by considering SA2’s latest progress. 
2. Discussion
2.1
PDU Set integrated packet handling

Based on the clarifications and information provided by SA4 LS [3], SA2 has given the following formal definitions for terms ‘PDU Set’ and ‘Data Burst’ in the latest TR 23.700-60:

	PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g. a frame or video slice for XRM Services, as used in TR 26.926 [27]). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.

Data Burst: A set of data multiple PDUs generated and sent by the application in a short period of time.

NOTE 3:
A Data Burst It can be composed by one or multiple PDU Sets.


According to SA4 and SA2’s understanding, a PDU set may be an XR frame if the application applies GOP (Group of Picture) based model, or a PDU set can also be a video slice/tile if slice-based model/tile-based model is applied. For GOP based model, since frames are generated according to the video’s frame rate, each frame can be viewed as a data burst. While in slice-based model/tile-based model, a picture frame is divided into multiple slices/tiles for parallel processing for video encoding and decoding. Then a data burst may contain multiple slices/tiles which originate from the same picture frame.
A PDU set consists of a group of packets which constitutes a frame/slice/tile. Those packets are correlated at media layer and shall be decoded as a whole. Even though in some implementations, the application layer can recover the frame/slice/tile when some PDUs are missing, we think the group of packets belonging to the same PDU set shall be treated in an integrated manner, to promote the user experience and efficiency. In this case, PDU set level QoS parameters, e.g. PDU Set Delay Budget (PSDB) and PDU Set Error Rate (PSER) shall be taken into consideration, in addition to the legacy PDB and PER.
In the following subclauses, we will analyse which information is beneficial for RAN to support PDU set integrity handling, and how RAN can obtain such information for downlink and uplink directions, respectively. Besides, we will further analyse how RAN can support PDU set level integrity by leveraging this information.

2.1.1
PDU set integrity handling for downlink
For downlink direction, if the Uu interface is congested and RAN node cannot guarantee in-time and successful delivery of all packets, the loss of some packets is allowed as long as the PDB/PER of the traffic is not violated. For example, the loss of packets may occur randomly from the traffic flow. To alleviate the congestion as soon as possible, the RAN node may deprioritize/discard some downlink packets by taking into account the congestion level and PDB/PER.
When it comes to XR traffic, the above method may incur bad user experience. Taking the following Fig.1 as an example, there are several PDU sets buffered at the RAN node for downlink transmission and all PDUs within a PDU set are needed by the application layer. In case of downlink congestion, if the PDU loss randomly occurs, it is possible that all the PDU sets will be useless at the application layer. In such case, even though the PER of the traffic flow is not violated, the user experience may be extremely low.
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Fig.1 Random packet discard for XR traffic

When PDU set related information can be perceived by the RAN node, e.g. the PDUs belonging to the same PDU set, the RAN node can choose to discard PDUs within the same PDU set instead of discarding randomly. In such case, the user experience can be guaranteed, and the downlink congestion can also be alleviated.
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Fig.2 Packet discard for XR traffic by considering PDU set information
Observation 1: In case of RAN congestion for DL direction, gNB can discard PDUs within the same PDU set, instead of discarding PDUs randomly, in order to alleviate congestion as well as to ensure the PSER of XR traffic.
In order to perform integrity handling at RAN, the RAN node needs to obtain the PDU set level QoS information as well as dynamic PDU set characteristics information. 
The consolidated solution #52 captured in the SA2 TR 23.700-60 [3] has listed the following PDU set based QoS parameters:
	New QoS parameters for PDU Set based QoS handling in 5GS:


Baseline parameters:

-
PDU Set Delay Budget (PSDB) (solution 8, 9, 12, 14, 25, 26).
-
PDU Set Error Rate (PSER) (solution 8, 12, 25, 26). The PDU Set Error Rate applies to PDU set which needs PDU set content integrated handling.
NOTE 1:
A PDU Set is considered as error in case all or partial PDUs of the PDU Set are not successfully delivered. The other PDU Set error cases depends on the consensus of the other PDU Set content integrity handing.

Editor's note:
PSDB and PSER definitions need further discussion. Also, it is FFS how the PSDB, PSER are differentiated on a PDU Set basis. Should importance parameter be considered to differentiate the PSDB, PSER, Priority provided over NGAP is FFS?
-
Whether all PDUs are needed for the usage of PDU Set by application layer (solution 22, 23, 25, 49, 51).

Parameters for further study:

-
Whether to drop a PDU Set in case PSDB is exceeded (solution 8, 22, 24, 25).
-
PDU Set Priority (14, 56).


In order to enable PDU set integrity handling, we think PSER and PSDB are the most essential PDU set level QoS parameters. Besides, the indication of whether all PDUs are needed by application layer is also beneficial for RAN node. If not all PDUs are needed for application to decode a PDU set, the RAN node can determine to sacrifice a few PDUs within a PDU set in congestion circumstance, to ensure the successful transmission of other PDUs within the same PDU set. All this essential information shall be provided to RAN node by control plane.
Observation 2: In order to perform downlink PDU set integrity handling, PSER and PSDB are essential for RAN node.
Observation 3: The indication of whether all PDUs are needed by application layer is also beneficial for RAN node to determine which PDUs to discard during the congestion.
Besides, SA2 has also listed the following dynamic PDU set related information for PDU set integrity handling. And SA2 thinks this information can be provided to RAN node by user plane, i.e. added into GTP-U header.
	UPF identifies the PDUs belong to a PDU Set and the following information for each PDU Set:


Info for intra-PDU Set handling (i.e. KI#4, PDU Set integrated handling).

Baseline parameters:

-
PDU Set Sequence number (SN) (solution 7, 8, 9, 11, 12, 14, 19, 20, 21, 22, 23, 50, 53, 55, 56).
-
Start/End PDU of the PDU Set (solution 11, 12, 15, 18, 21, 22, 55, 56).
-
PDU SN within a PDU Set (solution 11, 20, 22, 55, 56).
-
Number of PDUs within a PDU Set (solution 9, 20, 50) and/or PDU Set size in bytes.

NOTE:
It is possible that "Start PDU" can be implicitly indicated via the PDU SN. This is left to stage 3 to decide.

Editor's note:
Among above parameters, which one is mandatory or optional need further discussion.


The precondition for RAN node to provide downlink PDU set integrity handling is that RAN node is aware of which PDUs belong to the same PDU set. Based on the editor’s node, SA2 has not determined which parameter(s) shall be mandatory. In our opinion, PDU set SN is the most essential one for the purpose described above, among the baseline parameters. 
If there is no out-of-order N3 transmission, PDU set SN only seems sufficient for RAN node to identify PDUs belonging to one PDU set. However, for the last PDU set within a data burst, it is still a bit difficult for the RAN node to determine all PDUs belonging to this PDU set have already arrived. It is not suitable for the RAN node to make such determination based on an arrived PDU with a new PDU set SN, since such PDU will only arrive at the next burst period, which may be too late for the RAN node. In such case, the flag indicating the last PDU of the PDU set is also useful for the RAN node to perceive that all PDUs of the last PDU set have already arrived in time.
If out-of-order N3 transmission is possible, RAN node cannot determine that all PDUs belonging to a PDU set have arrived when the end PDU flag of the PDU set is received as there may be some belated and mis-ordered PDUs still arriving after the PDU with an end flag is received. In such case, PDU SN within a PDU set would be useful for the RAN node to perceive that PDUs arrive out-of-order. In Rel-16 IIoT, SA2 introduced redundant transmission to improve the reliability using two GTP tunnels for a PDU session, and QoS flow level sequence number is introduced for duplicated packets detection and elimination. We think the PDUs belonging to the same PDU set shall contain the same QFI, namely they will be delivered through the same QoS flow. If the UFP adds per QoS flow level sequence number in the GTP-U header of each PDU, similarly as for duplicated N3 transmission for IIOT, RAN node can implicitly derive the PDU SN within a PDU set. Besides, RAN node can also derive the number of PDUs within a PDU set based on the SN gap between the start PDU and end PDU of the PDU set. However, if there is no such per QoS flow level SN added by the UPF in the PDU, then PDU SN within a PDU set or a number of PDUs within a PDU set is useful, to assist the RAN node to judge whether all PDUs belonging to a PDU set have arrived.
Based on the above analysis, we think for downlink integrity handling, PDU set SN and end PDU flag of the PDU set are the most useful parameters. PDU SN within a PDU set and number of PDUs within a PDU set is useful if out-of-order N3 transmission can happen and there is no per QoS flow level SN in GTP-U header per PDU.
Observation 4: For downlink integrity handling, PDU set SN and PDU set end flag set are the most useful parameters. PDU SN within a PDU set and number of PDUs within a PDU set are useful if out-of-order N3 transmission can happen and there is no per QoS flow level SN in GTP-U header.

Based on the above analysis, we have the following proposal:

Proposal 1: For downlink PDU set integrity handling, the following information should be provided to RAN from CN:

· Semi-static information: PSER and PSDB. 
· Dynamic information (per PDU): PDU set Sequence Number (SN common to all PDUs of the PDU set), PDU set end flag (i.e. a flag indicating the last PDU of the PDU set). FFS whether PDU SN within the PDU set is needed, depending on whether Qos flow level GTP-U SN can be used instead.
After receiving all the above PDU set level information from 5G core network via control plane or via user plane, how to ensure integrated downlink transmission on a PDU set level is RAN node’s scheduling policy. The RAN node can flexibly schedule transmission resources at PDU set level, and can also determine to discard PDUs if needed by considering PDU set level information. Such scheduling policy/actions are up to network implementation and 3GPP does not have to specify this.
Proposal 2: For downlink integrity handling, how the PDU set level assistance information is used by RAN node should be up to the network implementation and does not have to be specified.

2.1.2 PDU set integrity handling for uplink

In SA2, the solutions for PDU set integrity handling focus on DL transmissions at the moment. In the consolidated solution #52, the following note is captured:

	NOTE 5:
Whether and how to support the PDU Set handling for Uplink will be studied and led by RAN WG. SA2 will align with RAN's progress and decision for Uplink, if any.


In the last RAN2 meeting, we also agreed that RAN2 can consider both DL and UL directions. Actually, UL AR traffic has similar traffic characteristics with these of DL XR traffic, as described in [4], and UL AR traffic can also adopt the PDU set concept. In order to achieve a unified experience in both DL and UL directions for XR services, we suggest RAN2 to confirm that UL PDU set integrity handling is supported.
Proposal 3: RAN2 confirms that PDU set integrity handling is supported for UL direction.
For uplink transmission, the RAN node is responsible for resource allocation. In order to guarantee uplink PDU set level integrity transmission, PDU set level QoS information for uplink XR traffic shall be known to the RAN node. We think PSER and PSDB shall also be provided to the RAN node by 5GC for uplink XR traffic, in order to assist RAN’s scheduling.
Proposal 4: For uplink PDU set integrity handling, PSER and PSDB shall be provided to RAN node by 5GC.
For downlink PDU set integrity handling, since the RAN node has the prior knowledge of congestion conditions for Uu interface, we think that the RAN node can perform PDU(s) discard operation according to network’s implementation, e.g. even before the PDU is delivered to the PDCP layer. However, for uplink direction, a UE is not aware of the congestion level of Uu interface. It is not suitable to let the UE perform autonomous PDU discard. On the other hand, it is also difficult to let the network control the UE to discard specific PDU(s). We will further analyze PDU discard related issues in our companion paper [5].
Another issue needs to be discussed for uplink integrity handling is which dynamic information is needed to assist RAN node’s scheduling. For downlink, the UPF detects the PDU set related information as discussed above and provides the information to the RAN node via GTP-U header. A straightforward method for uplink seems to let the UE detect the same information, e.g. PDU set SN, end PDU flag, and so on, and provide the information to the RAN node via AS layer header. However, there are several drawbacks/issues for such method. Firstly, one obvious drawback is the considerable signaling overhead to include dynamic PDU set information in every uplink XR PDU. For N3 transmission, the signaling overhead is not an issue. But for Uu interface, the signaling overhead will reduce the throughput of XR traffic. Secondly, even though the information is delivered to the RAN node with each PDU, it is not useful for the RAN node’s scheduling decision. RAN’s scheduling decision shall be made before resource allocation, but the RAN node can only obtain the dynamic information of each PDU after successfully receiving and decoding the PDU, which seems too late. Besides, we think those dynamic parameters for each XR PDU will not be used during N3 transmission/scheduling.
Based on the above consideration, we think there is no motivation to convey dynamic PDU set related info, e.g. PDU set SN, PDU SN within a PDU Set etc., in each uplink XR packet in Uu interface.
Observation 5: There is no motivation to include dynamic PDU set related info, e.g. PDU set SN, in each uplink packet for XR traffic in Uu interface.
On the contrary, in order to support uplink integrity transmission by efficient scheduling, the RAN node needs to have detailed knowledge of the uplink data volume and the data arrival time/latency information in PDU set/data burst level. In Rel-16 IIoT, 5GC can provide burst size as well as burst arrival time to RAN via TSCAI. For IIoT, the burst size can be viewed as static information since it is quite fixed. For XR traffic, the data volume for each PDU set/data burst varies as elaborated in [4]. We think it is difficult for 5GC to provide such dynamic information to RAN. Besides, as elaborated in [4], for uplink XR traffic, the PDB may be larger than periodicity, e.g. periodicity is 16.67ms while the PDB is 30ms or even 60ms. In such case, there may be more than one data burst buffered in the logical channel. Thus, besides the data volume, the latency/remaining PDB information of PDU set/data burst would be beneficial for the network to track how much data will exceed PDB in a certain period of time. Based on the information, the network can flexibly arrange its scheduling to guarantee uplink integrated transmission. Hence, we think it is better to let the UE report the data volume and latency/remaining PDB information in PDU set/data burst level to the RAN node. 

For the PDU sets within an uplink data burst, the arrival time can be viewed as the same since they are generated and sent by the application in a short period of time. Hence, reporting the PDB/latency information on data burst level is sufficient. For data volume information, if there is only one PDU set in each data burst, e.g. frame-based model is used, there is no difference to report such information in PDU set level or data burst level. Otherwise, the UE can report the data volume information for each PDU set within a data burst. This will incur additional complexity for the UE to calculate the data volume for each PDU set and introduce more signaling overhead than reporting at a data burst level. Considering multiple PDU sets within a data burst are buffered in the same logical channel, we think the packets shall be treated in an integrated manner. There is no strong motivation to report data volume on a PDU set level. Hence, we think reporting the data volume on a data burst level is preferred.
Proposal 5: UE should report more detailed data volume and PDB/latency information of the data buffered at the UE on a data burst level, in order to guarantee uplink integrated transmission.
In our companion paper [6], we provide more detailed analysis on how to enable the UE to report data burst level dynamic information.
2.2
Differentiated PDU Set Handling

In SA2, Key issue #5 focuses on differentiated PDU set handling. In one XR service, different types of PDU sets exist, e.g. I frame vs P frame, or I slice vs P slice, field of view vs background etc. For ease of understanding, we use the GOP model presented in Figure 1 as an example. In the GOP, an I frame is a reference frame while P frame is a dependent frame which refers to the previous I frame. This P frame can be decoded only when the previous I frame is successfully decoded. In addition, similar feature exists for slice-based model. A dependent frame/video slice can only be decoded based on the successful delivery of its reference frame(s)/video slice(s). A loss of a reference PDU set will incur greater impacts on user experience and efficiency when compared with a loss of a dependent PDU set. Thus, different PDU sets may have different importance. The intention of key issue #5 is to study how to support differentiated QoS handling for PDU sets with different importance. SA2 is discussing how the UPF can identify the importance level for a given PDU set, and how to provide the importance information of PDU sets to the RAN node. 

From RAN’s perspective, RAN node needs to enable differentiated PDU set treatment at Uu interface, but taking into account of PDU set importance information.
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Fig.1 GOP based frame types
From the perspective of the current end-to-end 5G QoS model, service data flows with different QoS requirements can be categorized into different QoS flows via packet filter sets. At RAN side, various QoS flows can be further mapped to different DRBs to achieve differentiated handling on the air interface. A DRB with specific configurations can provide a certain level of QoS guarantee to its served QoS flows.

Observation 6: Currently, RAN can provide differentiated packet handling for QoS flows by mapping them to separate DRBs.
Currently, a service data flow can be identified with IP 5-tuple (source IP address, source port, destination IP address, destination port, transport protocol). But for an XR service, the IP packets in different PDU sets have the same IP 5-tuple as they are still part of the same data stream, even though they carry data of various importance (e.g. I-frames and P-frames). PDU sets with different QoS requirements will be then categorized into the same QoS flow according to the current QoS model utilizing the IP 5-tuple. Thus, some enhancements to the current QoS model are considered by SA2. 

In the consolidated solution #52 captured in [2], several potential options on how to provide an importance information of a PDU set to RAN are summarized. The following options are captured:

	UPF provides the above PDU Set related information (listed in bullet #1 in clause 6.51.2.1) to the RAN.


For PDU Set importance:


Options for further study:


Option 1: UPF classifies the DL traffics into different QoS Flows based on PDU Set importance (solution 10, 14, 24, 26).

Option 2: UPF classifies the DL traffics into different sub-QoS Flows based on PDU Set importance (solution 17, 18).


Option 3: UPF adds PDU Set importance into GTP-U header (solution 7, 11, 14, 15,17, 18, 19, 22, 25, 56).


SA2 is still evaluating the above three options. From RAN2’s point of view, we would like to make analysis on the impacts of each option to RAN.

In the current AS specification, both PDCP in-order delivery and out-of-order delivery are supported, and can be flexibly configured by the RAN for a radio bearer. We can compare the solutions considering whether the support of AS re-ordering for XR traffic is needed.

In case AS re-ordering is not needed for XR traffic:
One direct benefit of option 1 in such case is that it can reuse the legacy QoS flow to DRB mapping mechanism. PDU sets with different importance level are classified by the UPF into different QoS flows, and can be further mapped to different DRBs which would provide different QoS guarantee by the RAN node.  

For option 2 or option 3, RAN2 needs to study how to provide differentiated handling for PDU sets coming from the same QoS flow, which is not supported by the current specification. One possibility is to map a single QoS flow to multiple DRBs, by taking into account the PDU set importance or sub-QoS flow information. Another choice is to map the QoS flow to one DRB, but further map PDU sets with different importance or sub-QoS flow information to separate logical channels. Both choices need considerable standard enhancements. 

Hence, in case AS re-ordering is not needed for XR traffic, we can see option 1 is more advantageous.
In case AS re-ordering is needed for XR traffic:
In the current NR protocol, re-ordering function is performed at the PDCP layer. For option 1, in case AS re-ordering is needed for XR traffic and if we still try to map different QoS flows to separate DRBs, we need to implement another re-ordering function on top of PDCP layer, e.g. at SDAP layer. It would be a remarkable change for NR protocol. Besides, as there is no SDAP sequence number for each PDU, we think it is not easy to introduce such an additional re-ordering function above PDCP layer. In such case, it is better to map the PDU sets with different importance information to the same DRB, in order to reuse the PDCP re-ordering function, no matter which option is chosen by SA2 eventually. Then, all the three options will have similar RAN impacts, i.e. to serve PDU sets from different QFI/with different importance/different sub-QoS flow index via distinguished logical channels. In such case, RAN standard enhancements are unavoidable.

Thus, if AS re-ordering is needed for XR traffic, we think it is preferred to map PDU sets with different importance to the same DRB. All the options have almost the same RAN impacts.

Based on the above comparison, we think option 1 has less RAN impacts in summary.
Observation 7: From RAN2’s perspective, Option 1 has less RAN impacts than the other two options.

In our opinion, the media layer protocols like RTP, are able to deal with the disorder if it happens, for example, by using the timestamp info in the RTP header to distinguish the order of the PDU sets. Besides, XR traffic cares about delay requirements. As long as the PDB/PSDB is satisfied for each PDU set, there would be no problem even if the packets are delivered out of order to the application. It seems AS re-ordering is not needed for XR traffic PDUs. However, it would be better to confirm this with SA2/SA4, and it cannot be determined by RAN2 only. We propose to send an LS to SA2/SA4 to inquire whether AS re-ordering shall be supported for XR traffic.

Proposal 6: Send an LS to SA2/SA4 to inquire whether AS re-ordering shall be supported for XR traffic.
Regardless of which option is finally adopted by SA2, a traditional and simple solution to perform differentiated handling at RAN is to serve PDU sets through distinguished logical channels with different configurations, e.g. with different LCH priority, different LCP restrictions and so on. Besides, RAN can provide higher reliability to more important PDU sets through PDCP duplication. Thus, we think that in order to provide differentiated PDU set handling at RAN, PDU sets with different importance can be served via distinguished logical channels, or via different number of logical channels.
Proposal 7: In order to enable differentiated PDU set handling at RAN, PDU sets with different importance can be served via different logical channels. 
SA2 solutions to provide the importance information of each PDU set to RAN are only suitable for downlink. But in the consolidated solution #52, they have captured the following note:

	NOTE 5:
Whether and how to support the PDU Set handling for Uplink will be studied and led by RAN WG. SA2 will align with RAN's progress and decision for Uplink, if any.


In Rel-17, RAN1 has investigated the uplink traffic model for XR traffic. As shown in sub-clause 5.5.2 of [4], we can find that at least for UL AR traffic, it has both I stream and P stream. As clarified by the Note in sub-clause 5.5.2.4, the I/P-stream model for DL video can be reused for UL video for AR use case. UL XR traffic has similar traffic characteristics to that of DL XR traffic. Hence, in UL AR traffic, different PDU sets may still have different importance. In order to address AR use case properly, RAN2 needs to study differentiated PDU set handling for UL, in addition to DL direction.
Proposal 8: RAN2 confirms that differentiated PDU set handling is supported for UL direction.

For uplink differentiated PDU set handling at RAN, the same principle described above can be applied, i.e. PDU sets with different importance are served via different logical channels. Considering XR traffic characteristics are similar for both DL and UL directions, we prefer to adopt the same protocol stack to provide differentiated PDU set handling for DL and UL directions, in order to reduce the standard efforts and complexity.
Proposal 9: The same RAN protocol design should be used to handle both DL and UL differentiated PDU set handling, if possible.
For DL differentiated PDU set handling, the UPF is responsible to identify the PDU set related information, e.g. the PDUs belonging to the same PDU set, PDU set importance level, etc. For UL, it is the UE’s responsibility to identify the similar PDU set related information. One issue that RAN2 shall study is how the UE performs such identification. One approach is to let the UE adopt the similar identification method used by the UPF to be specified by SA2. Alternatively, we could leave this up to UE implementation and the UE may choose to adopt the method used by the UPF, if specified. Because of this, we think we do not need to specify the details of how the UE performs the identification. As said in the above NOTE 5, SA2 will align with RAN's progress and decision for uplink, so we may also consider sending an LS to SA2 to inquire their views on this issue, if needed.

Proposal 10: It can be up to UE implementation how to identify the packets belonging to the same PDU set, as well as the importance information for each PDU set.
3. Conclusion

In this contribution, we have made analysis on PDU set integrity handling at RAN in both downlink and uplink directions. The following observations and proposals were made:
PDU Set integrated handling

Observation 1: In case of RAN congestion for DL direction, gNB can discard PDUs within the same PDU set, instead of discarding PDUs randomly, in order to alleviate congestion as well as to ensure the PSER of XR traffic.
Observation 2: In order to perform downlink PDU set integrity handling, PSER and PSDB are essential for RAN node.
Observation 3: The indication of whether all PDUs are needed by application layer is also beneficial for RAN node to determine which PDUs to discard during the congestion.
Observation 4: For downlink integrity handling, PDU set SN and PDU set end flag set are the most useful parameters. PDU SN within a PDU set and number of PDUs within a PDU set are useful if out-of-order N3 transmission can happen and there is no per QoS flow level SN in GTP-U header.

Observation 5: There is no motivation to include dynamic PDU set related info, e.g. PDU set SN, in each uplink packet for XR traffic in Uu interface.
Proposal 1: For downlink PDU set integrity handling, the following information should be provided to RAN from CN:

· Semi-static information: PSER and PSDB. 
· Dynamic information (per PDU): PDU set Sequence Number (SN common to all PDUs of the PDU set), PDU set end flag (i.e. a flag indicating the last PDU of the PDU set). FFS whether PDU SN within the PDU set is needed, depending on whether Qos flow level GTP-U SN can be used instead.
Proposal 2: For downlink integrity handling, how the PDU set level assistance information is used by RAN node should be up to the network implementation and does not have to be specified.

Proposal 3: RAN2 confirms that PDU set integrity handling is supported for UL direction.
Proposal 4: For uplink PDU set integrity handling, PSER and PSDB shall be provided to RAN node by 5GC.
Proposal 5: UE should report more detailed data volume and PDB/latency information of the data buffered at the UE on a data burst level, in order to guarantee uplink integrated transmission.
Differentiated PDU Set handling

Observation 6: Currently, RAN can provide differentiated packet handling for QoS flows by mapping them to separate DRBs.
Observation 7: From RAN2’s perspective, Option 1 has less RAN impacts than the other two options.
Proposal 6: Send an LS to SA2/SA4 to inquire whether AS re-ordering shall be supported for XR traffic.
Proposal 7: In order to enable differentiated PDU set handling at RAN, PDU sets with different importance can be served via different logical channels. 
Proposal 8: RAN2 confirms that differentiated PDU set handling is supported for UL direction.

Proposal 9: The same RAN protocol design should be used to handle both DL and UL differentiated PDU set handling, if possible.
Proposal 10: It can be up to UE implementation how to identify the packets belonging to the same PDU set, as well as the importance information for each PDU set.
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