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1. Introduction
RAN2#119 has discussed the XR-power saving in RAN and reached the following agreement in [2]:
	RAN2 to focus on the following issues for power saving, as well necessary parameters XR-awareness to support such enhancements, i.e.: 
- DRX enhancements to address the issues of DRX cycle mismatch and jitter
- Identify necessary parameters from CN for XR-awareness for power saving 
Enhancements to Rel-17 PDCCH adaptation can be discussed based on RAN1 feedback, if they have any RAN2 impact
RAN2-specific aspects can be studied based on contributions (e.g. multiple XR traffic flows with different periodicities, SFN wrap-around, RAN2-specific CDRX aspects, …).


RAN1#110 has discussed the XR-power saving in RAN and has reached the following conclusion in [1]:
	Conclusion：Conclude that “SFN wraparound mismatch” is a RAN2 issue. It can be left to RAN2 to address. RAN1 does not further study it.


In this contribution we further discuss the XR-specific power saving. 
2. [bookmark: Proposal_Beacon]Discussion
In order to optimize UE’s power consumption for XR traffic, connected mode DRX enhancements and PDCCH monitoring enhancements are studied as part of the SI. 

It should be noted that Rel-17 already supports a set of features for each of these two mechanisms. Standard DRX features comprise: Long DRX cycles, Short DRX cycles, and Wake Up signal (WUS) also referred to as the power saving signal DCP (i.e. DCI with CRC scrambled by PS-RNTI) based on DCI format 2_6, used for dynamically controlling the start of OndurationTimer in a DRX cycle. The standard PDCCH monitoring adaptation features for power saving are: SSSG switching between dense and sparse PDCCH monitoring and PDCCH skipping for a given duration.   

The challenge for these power saving solutions is to achieve a good tradeoff between the power saved at the UE and the additional traffic delay due to not monitoring the PDCCH.

In TR 38.838, a model for XR traffic was agreed for evaluating capacity and power saving aspects in a 5G NR system. The model considers the multi-flow nature of XR traffic, which includes for example video, audio and pose flows, in DL and/or UL directions. The flows described in the TR have different periodicity and packet delay budget (PDB) constraints. 
SA2 has introduced the terminology of a PDU set. A PDU set is a set of packets (e.g. IP packets) that have dependency to each other and are important to the application for correct behaviour of the application (e.g. packets of a video frame that are required to decode the video). Such PDU set must have some common QoS treatment within the 3GPP network. This is particularly needed considering that individual IP packets within an XR PDU set (e.g., a video frame) are dependent on each other and must be all received within the expected PDB to be of any use by the end user application. The implication of PDU set concept is that IP packets should no longer be treated independently in the RAN. The concept of a PDU-Set enables enhancements to efficient resource management in 5GS, e.g. in NG-RAN. One such example enables cell capacity increase. In this example NG-RAN may take a decision to not deliver any PDU of a given PDU-Set when NG-RAN can assess that not all PDUs constituting that PDU set are feasible to be delivered within a required time.

In the following, we analyse the issues about the legacy C-DRX for the XR traffic transmion.
2.1 mismatch between C-DRX cycle and XR traffic non-integer periodicity


Figure 1. An example of the mismatch between DRX cycle and non-integer periodicity of XR traffic

One issue of C-DRX operation for XR services is the misalignment between C-DRX cycle and periodicity of XR traffic. XR service typically has a fixed frame refresh rate resulting in non-integer frame periodicity, such as 16.67 ms. The actual arrival of data frame varies further due to the jitter caused by the encoding delay and network transfer time. The jitter effect is modelled as a truncated Gaussian distribution and the time shift of the arrival time can be within a range, such as [-4 ms, 4 ms]. However, configuration of C-DRX, e.g. periodicity, ON duration timer, or inactivity timer, is fixed and integer value based on UE-specific RRC signalling. As depicted in figure 1, the mismatch between the DRX cycle length with 16ms and the non-integer video traffic periodicity with 16.67ms can result in either additional power consumption to keep awake in longer time for UE or delay traffic transmission to next DRX on-duration. There may be following candidates to resolve the issue:
· Option 1. Dynamically adjust C-DRX parameters e.g., start offset or cycle length for the next DRX cycle
This can flexibly adapt the C-DRX pattern to traffic transmission. In addition to this case, it can be applicable to other cases, e.g., XR application changes the frame rate. It cost some dynamic signalling overhead.
· Option 2. Multiple C-DRX configuration in one serving cell similar as R16 multiple CG/SPS
Assume XR frame rate with 60 FPS, UE is awake on all the DRX on-duration occasion determined based on the start offset values 0/17/34ms and cycle lenth value 50ms. This is also applicable for the multiple traffic with different periodicity if multiple C-DRX configuration with separate both start offset and cycle length. Considering the additional C-DRX configuration may be introduced in case of multiple flow with different period, it is preferred to not use multiple C-DRX configuration for this issue to avoid increasing UE complexity for maintain too many C-DRX configuration in one serving cell. 
· Option 3. Several inner DRX cycle within an outer DRX cycle 
Assume XR frame rate with 60 FPS, using an outer DRX cycle length with 50ms and one DRX offset, and configure 3 inner cycle is {17ms,17ms, 16ms} within the outer DRX cycle. This option is similar as option 2, UE needs to maintain more active C-DRX in one serving cell.
· Option 4. New DRX formula similar as R16 CG occasion determination formula with non-integer periodicity
UE determines sequencely the subsequent DRX on-duration occasion according to the non-integer period shift after determining the first DRX on-duration occasion upon reception of DRX configuration. For example, 
	UE receive the DRX configuration including the non-integer value of the DRX cycle length configuration:
· the MAC entity shall consider sequentially that the Nth (N >= 0) DRX_OnDuration start position occurs in the subframe for which:
[bookmark: _Hlk102344989]- [(SFN × 10) + subframe number] = ceil (DRX- Start-offset + N × Non-integer DRX cycle) modulo (1024 × 10)
- start drx-onDurationTimer for this DRX group after drx-SlotOffset from the beginning of the subframe.



Proposal 1: RAN2 to discuss the following options to avoid mismatch between DRX cycle with the XR traffic non-integer periodicity from point view of signaling overhead and complexity:

· Option 1. Dynamically adjust C-DRX parameters e.g., start offset or cycle length for the next DRX cycle
· Option 2. Multiple C-DRX configuration in one serving cell similar as R16 multiple CG/SPS
· Option 3. Several inner DRX cycle within an outer DRX cycle 
· Option 4. New DRX formula similar as R16 CG occasion determination formula but with non-integer periodicity
2.2 DL arrival jitter for DL traffic
[image: ]
Figure 3. An example of the arrival jitter of DL XR traffic
In Release 17, RAN1 agreed that video traffic suffers from random jitter around its mean period (typically ±4 ms), covering a long range of 8 ms due to the jitter caused by the encoding delay and network transfer time. In order to avoid the transmission delay, a simple solution using existing DRX functionality, is to configure the drx-onDurationTimer to run during the entire jitter range. However, given the long jitter range of 8 ms, the UE would monitor the PDCCH for a long time, which would lead to limited power saving gains, especially for video periods shorter than 16.67 ms. 
We thus propose to introduce a two-stage DRX solution as follows. For example, drx-onDurationTimer is configured by NW considering the jitter range for UE, UE first determining the start time of DRX on-duration based on DRX formula to match the traffic arrival period without jitter based on proposal 1. And then UE monitors some sparse PDCCH occasions even during the DRX_OnDurationTimer is running. For example, UE monitors the PDCCH occasions configured by a bitmap, e.g. bitmap is superimposed on the drx-onduration. Compared to legacy SSSG switching, this has no additional switch delay and switch signalling.

Proposal 2: RAN2 to discuss extending the DRX_OnDuration with sparse monitor occasions (e.g., based on bitmap) to cover the DL arrival jitter.
2.3 Multiple DRX configurations for multiple flows with different period
XR services, such as AR, VR, and Cloud Gaming services, over 5G are important vertical applications for 5G commercial deployments. Many of the end user XR and CG devices are expected to be mobile and of small-scale, thus having limited battery power resources. The DRX mechanism is a legacy power saving mechanism to achieve power saving gain for UE in RRC_CONNECTED state. However, some characteristics of XR traffic are not addressed by the legacy DRX mechanism and could result in limited UE power savings. 

Current specifications allow the NW to configure only one DRX configuration for a serving cell and, therefore, this single DRX configuration cannot really match the traffic characteristics of all XR flows. Thus, it cannot closely follow the potential short sleep opportunities and result in either low power saving gains, or in an increased traffic delay.

There have been several contributions in last RAN1 meeting proposing to study solutions with multiple active DRX configurations each of them aligned with a different XR flow/stream. The motivation is that a single DRX configuration is not efficient from power saving perspective since traffic characteristics are too different and can’t be “tracked/covered” by a single DRX configuration.
With a single data flow for the UE, if the DRX periodicity matches the traffic arrival of that data flow, then dynamic grant can be used as the main means to support XR traffic. However, no XR use case is of a single data flow: for VR, there is video data flow in the DL and pose/control data flow in the UL with different periodicities. For AR, with for example two data flows in the DL (video, audio/data) and three data flows in the UL (video, pose/control, audio/data) with different periodicities, it can be difficult to determine a periodicity and Onduration which satisfies requirements of all these data flows thereby enabling a good power saving gain. 
When there are multiple data flows, especially when at least integer relationship does not exist among the periodicities of the different data flows, there might be the risk that packet arrival of some data flows arrival occurs in the DRX-Off duration, e.g. UE not monitoring PDCCH which would in turn lead to some additional delay.

Having multiple simultaneous DRX configurations could help schedule transmissions corresponding to different traffic characteristics in a timely manner; e.g., by providing on-durations in several occasions according to expected traffic arrivals. For instance, video traffic can be a pseudo periodic traffic expected with inter-arrival times of about 1/fps (e.g., 16.67 ms corresponding to 60 ms); and a voice traffic may be a periodic traffic with 10 or 20 ms periodicity.  
It has been proposed to have the UE monitor the PDCCH while the drx-onDurationTimer (or drx-InactivityTimer) is running in any of the DRX configurations, i.e. the overall active time is a logical ‘OR’ of the active times given by each DRX configuration. 
We also see multiple active DRX configurations or the DCI-based switching between DRX configurations as potential enhancements for reducing PDCCH monitoring. DCI-based switching between DRX configuration refers to the case that NW dynamically activates/re-activates/deactivates DRX configurations, which allows for a dynamic adaptation of already activated DRX configurations or activation of additional DRX configuration.
Proposal 3: RAN2 to study the usage of multiple active DRX configuration and the DCI-based switching/activation of DRX configurations

2.4 the DRX mismatch in case of SFN wrap round
[image: ]
Figure 2. An example of the DRX cycle mismatch in case of SFN wrap round

The repeated DRX pattern based on the DRX formula in every hyper frame period does not match the DL traffic arrival pattern in case of SFN wrap round as depicted in figure 2. The DRX mismatch issue in case of SFN wrap round causes additional power consumption to keep UE longer awake.
In R16 IIOT WI, similar mismatch issue between CG occasion and traffic periodicity in case of SFN wrap round has been discussed and solved in R16 CG enhancements. For simplicity and similar principle, RAN2 should discuss whether to reuse a similar timeReferenceSFN IE with value 0 or 512 for DRX configuration for determining the closest SFN preceding the reception of DRX configuration related to DRX Offset for determining the first DRX on-duration occasion to avoid the DRX cycle mismatch between UE and NW in case of SFN wrap round, and then determine the subsequent DRX-On duration based on a time of period shift. 

Proposal 4: RAN2 to discuss the introduction of a similar timeReferenceSFN IE as the timeReferenceSFN IE {0,512} used in R16 CG enhancements for C-DRX to determine the SFN related to C-DRX start offset and always determines the subsequent DRX-On duration based on period shift regardless of SFN wrap round in order to address the SFN warp around issue.
2.5 Update of DRX-related timers
According to the current specified DRX mechanism, UE updates DRX-related timer based on PDCCH (DCI) reception respectively based on corresponding PDSCH/PUSCH reception/transmission. For example, UE starts the drx-inactivityTimer upon reception of a DCI scheduling an initial transmission respectively extends the ActiveTime causing the UE to monitor PDCCH for potential retransmission DCI in response to the reception/transmission of a PDSCH/PUSCH. However, there might be also use cases where it is not beneficial to extend the ActiveTime and monitor PDCCH for further initial transmission respectively potential retransmission grant, thereby increasing UE’s power consumption. 

Receiving Last PDU of a PDU set case

For example, when scheduler is aware of the last packet of a data burst or , gNB can indicate that UE shouldn’t start the drx-inactivityTimer in response to the reception of the DCI and thereby reduce unnecessary PDCCH monitoring. The indication could be for example explicitly signalled within a DCI or alternatively implicitly derived from the HARQ process configured, e.g. a HARQ process could be configured such that DCI/PDSCH reception on a HARQ process doesn’t cause the UE to start the drx-inactivityTimer.

Unnecessary HARQ retransmissions case

Similarly, there are cases where it is unnecessary to start the drx-retransmissionTimer (for DL as well as for UL) and monitor PDCCH for potential retransmission grants in response to the reception/transmission of a PDSCH/PUSCH. For example, for the transmission of small packets with a very strict latency requirements it would be beneficial to not rely on HARQ retransmissions but rather transmitting the packets with a high reliability by using a conservative MCS. One of the use cases might be the transmission of pose/control information in the UL. One enhancement addressing the unnecessary PDCCH monitoring for retransmissions could be to introduce UL configured grant configurations which disable the start of the drx-HARQ-RTT-TimerUL and subsequently the drx-RetransmissionTimerUL for CG PUSCH transmissions. In order to benefit in terms of UE power consumption also for dynamically scheduled DL/UL transmissions, the starting of the drx-HARQ-RTT-TimerUL/DL and subsequently the drx-RetransmissionTimerUL/DL could be disabled for certain configured HARQ processes. There could be two different types of HARQ processes, e.g. supporting/not supporting a drx-RetransmissionTimer. In another example, when a transmission exceeds its delay budget, DRX retransmission timer for the corresponding HARQ process can be stopped.

Proposal 5: RAN2 to study enhancements to reduce PDCCH monitoring by dynamically controlling the usage of DRX-related timers, e.g. controlling whether to start drx-inactivityTimer or drx-retransmissionTimer.  

Multiple-slot scheduling case

The multiple-slot dynamic scheduling to handle large-sized XR application packets both in uplink and downlink is under discussion in RAN1. Legacy UE starts the drx-inactivitytimer upon reception of a PDCCH for new transmissions. However, for the case of multi-slot scheduling it may not be beneficial to start the drx-inactivityTimer immediately in response to the reception of the PDCCH, since a PDCCH scheduling a further initial transmission will only occur after the last of the transmission scheduled by the multi-slot PDCCH. Therefore, there might be some benefit in delaying the start of the drx-inactivityTimer. It can be also further discussed whether the multi-slot scheduling should have some impact on the start of the drx-retransmissionTimer, e.g. delaying the start of the drx-retransmissionTimer.  

Proposal 6: RAN2 to study enhancements to reduce PDCCH monitoring by e.g. whether to delay drx-inactivityTimer or drx-retransmissionTimer in case of multiple-slot scheduling case.  

[bookmark: _Hlk110373630]enter DRX inactive mode based on explicit DRX MAC CE

To save power consumption as much as possible, the UE should go to DRX immediately when all the packets of a XR burst, e.g., PDU set, have been received correctly. In legacy, UE enters DRX inactive mode based on explicit DRX COMMAND MAC CE to stop the DRX inactivity timer and DRX on duration timer if running. We wonder if the explicit command is exactly needed if UE only having this kind of traffic transmission has identified that all packets of the burst have been received. Since RAN2 is discussing the XR awareness in RAN, it may be possible that UE can autonomously identify that a complete PDU set has been received based on some PDU set information, e.g., last PDU indication of a PDU set in the L2 header. Therefore, it might be one option that that UE directly enters DRX based on PDU set information, the detailed information can be further studied in XR-awareness topic.

Proposal 7: RAN2 to discuss whether UE autonomously enters DRX by identifying that a complete data burst has been correctly received based on some PDU set information in L2 header, the detailed information may be FFS.
3. Conclusion
In this contribution, we discuss power saving enhancements for XR traffic. We have the following proposals:
Proposal 1: RAN2 to discuss the following options to avoid mismatch between DRX cycle with the XR traffic non-integer periodicity from point view of signaling overhead and complexity:
· Option 1. Dynamically adjust C-DRX parameters e.g., start offset or cycle length for the next DRX cycle
· Option 2. Multiple C-DRX configuration in one serving cell similar as R16 multiple CG/SPS
· Option 3. Several inner DRX cycle within an outer DRX cycle 
· Option 4. New DRX formula similar as R16 CG occasion determination formula but with non-integer periodicity
Proposal 2: RAN2 to discuss extending the DRX_OnDuration with sparse monitor occasions (e.g., based on bitmap) to cover the DL arrival jitter.
Proposal 3: RAN2 to study the usage of multiple active DRX configuration and the DCI-based switching/activation of DRX configurations
Proposal 4: RAN2 to discuss the introduction of a similar timeReferenceSFN IE as the timeReferenceSFN IE {0,512} used in R16 CG enhancements for C-DRX to determine the SFN related to C-DRX start offset and always determines the subsequent DRX-On duration based on period shift regardless of SFN wrap round in order to address the SFN warp around issue.
Proposal 5: RAN2 to study enhancements to reduce PDCCH monitoring by dynamically controlling the usage of DRX-related timers, e.g. controlling whether to start drx-inactivityTimer or drx-retransmissionTimer.  
Proposal 6: RAN2 to study enhancements to reduce PDCCH monitoring by e.g. whether to delay drx-inactivityTimer or drx-retransmissionTimer in case of multiple-slot scheduling case.  
Proposal 7: RAN2 to discuss whether UE autonomously enters DRX by identifying that a complete data burst has been correctly received based on some PDU set information in L2 header, the detailed information may be FFS.
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