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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include RAN2-led objectives:
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

This contribution discusses the protocol aspects of an AI/ML framework applied to the NR air interface, specifically the impact on the RAN architecture and protocols. 

AI/ML framework for NR air interface
Optimization is a fundamental challenge in deploying large-scale cellular networks as configuration and adaptation of system parameters can have significant impact on key performance indicators (KPIs) such as system capacity, user QoE, latency, reliability, coverage, and numbers of active users, etc.  This is especially critical for 5G networks as they are heterogenous in terms of frequency bands/ranges, macro and small cell deployments, diverse service offerings and traffic characteristics, and coexistence of different architectures including centralized virtual RAN functions and distributed nodes to support latency-sensitive edge computing and private networks. The same industry trends which enable network virtualization and deployment of low-latency/high bandwidth services are also making application of power Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  

These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Many of these use cases have common requirements in terms of data collection and KPIs for monitoring. At the same time, different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, and processing requirements (including requirements on data aggregation or co-location with different nodes/functions).  

Although it is impossible at a high-level to fully characterized all possible use cases/applications of RAN-AI, some categorization of approaches based on time-scale of operation and their location within the network architecture. For the purposes of the Rel-18 SI we propose to consider the following two categories for evaluating different RAN-AI approaches and their corresponding requirements and potential network impacts: 
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Figure 1: Overview of different types of AI/ML approaches 

As illustrated in Figure 1, in case of Type 1 RAN-AI the ML/AI algorithms provide non-real time or near-real time decisions (e.g. on a timescale of ~10ms-1s) based on centralized data sets and typically operate at the UE, gNB-CU, or centralized OAM platform level where interfaces for higher layer signaling are anchored (e.g., X2/Xn, RRC, F1, OAM, etc.). In case of Type 2 RAN-AI the ML/AI algorithms are co-located or possibly embedded in the functionality of the distributed RAN nodes such as UE or gNB-DUs or at the antenna/TRPs themselves to enable real-time decisions (e.g. on a timescale of < 10ms) with distributed data and collaboration between the network nodes and/or UEs.  

This categorization between the different types of RAN-AI architecture approaches is needed because of the potentially drastic differences in terms of processing power/latency/data availability requirements of network nodes, as well the impact on the network interfaces (e.g., as identified in the Rel-17 RAN3 FS_NR_ENDC_data_collect study item) and multi-vendor inter-operability, and finally in the design of the ML/AI algorithms themselves. Of course, further sub-categories and comparisons between different approaches may be needed as part of the study on a use case, by use case basis, but it is proposed to at least include Type 1 and Type 2 approaches in the SI scope. 

[bookmark: OLE_LINK14]Proposal 1: Consider the following two architecture categories for evaluating different AI/ML approaches and their corresponding requirements and potential air interface impacts: 
[bookmark: OLE_LINK15]Type 1: Near-Real Time / Centralized training and inference at UE, gNB and/or OAM system
Type 2: Real-Time / Distributed training and inference at UE, gNB and/or OAM system

In addition, during RAN1#109e, the following agreement was made regarding different AI/ML collaboration approaches: 
[bookmark: OLE_LINK9]Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

As shown in Figure 2 below, the different collaboration levels can have different aspects on the signaling and protocol impacts of AI/ML approaches applied to air interface use cases:
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Figure 2. Network-UE AI/ML Collaboration Levels

[bookmark: OLE_LINK16]Considering the different architecture options as well, RAN2 should study how the configuration, data collection, and collaboration level required by a given AI/ML use case/approach can be supported by existing Uu signaling and procedures and if any enhancements are needed.

[bookmark: OLE_LINK17]Proposal 2: RAN2 should study how the configuration, data collection, and collaboration level required by a given AI/ML use case/approach can be supported by existing Uu signaling and procedures and if any enhancements are needed.

Conclusion
In this contribution, we discussed the general framework of AI/ML applied to the NR air interface. The following proposals were made:

Proposal 1: Consider the following two architecture categories for evaluating different AI/ML approaches and their corresponding requirements and potential air interface impacts: 
Type 1: Near-Real Time / Centralized training and inference at UE, gNB and/or OAM system
Type 2: Real-Time / Distributed training and inference at UE, gNB and/or OAM system

Proposal 2: RAN2 should study how the configuration, data collection, and collaboration level required by a given AI/ML use case/approach can be supported by existing Uu signaling and procedures and if any enhancements are needed.
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