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1. Introduction
The following agreements were taken in RAN2#119-e meeting to enable XR awareness in RAN and on the topic of XR specific capacity improvements [1]:
XR Awareness agreements
· RAN2 should take SA2/SA4 work into account
· RAN2 assumes that PDU Set based parameters and PDU Set related information may be used for better support of XR services. RAN2 can consider both UL and DL directions.
· RAN2 will study PDU Set based parameters and PDU Set related information handling in Network and UE
· RAN2 to adopt the current SA2 definition of PDU Set as an application media unit as working assumption, subjected to further guidance from SA2 and SA4. 
· XR awareness discussion in RAN2 should consider PDU set characteristics and how to use the information available on those (for UL and/or DL). Can also consider how to handle data bursts.
· RAN2 can study e.g. periodicity, arrival time, jitter and frame-size variations for XR awareness to enable power savings and capacity enhancements. Can study also how often such parameters change (i.e. how dynamic they are).
· RAN2 can consider how PDU sets can be mapped to DRBs (FFS if SA2 discussion on PDU set mapping to QoS (sub-)flows impacts this)
XR specific Capacity Improvements
· As starting point, RAN2 can further discuss the solutions in TR 38.838 that can impact on L2 operation (e.g., BSR, LCP, assistance information for scheduling, packet discarding, prioritization) for XR-specific capacity improvement. RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before).
· Enhancement to SPS/CG should be justified for XR scheduling and should be evaluated against dynamic grant (DG) scheduling which should be considered as baseline. Should justify why enhancements are needed. 
· RAN2 considers SPS enhancements may not be needed in Rel-18 XR since PDCCH capacity is not assumed to be a problem for XR. FFS if SPS has some power consumption benefits.
In this document we discuss the topic of packet discard from RAN2 perspective, while considering the XR traffic characteristics and PDU set parameters.
[bookmark: Proposal_Pattern_Length]Discussion
For the case of XR traffic, PDU sets may carry different kind of content (e.g. I/B/P frames, or slices/tiles within an I/B/P frame etc.), and therefore it can be beneficial to enable different handling per such group of packets depending on their content (if XR traffic characteristics are known) and the kind of XR application. For example, dropping unnecessary packets (e.g. those packets belonging to the same PDU set if other necessary packets of that same PDU set are lost) could help to reduce UE’s power consumption and reduce the resource wastage. This is because some XR applications may not be able to decode certain packets if their related ones are lost or corrupted. For example, a video frame may require correct decoding of the I-frame to enable the decoding of sub-sequent P-frames; therefore, if I-frames are lost or corrupted, the transmission of subsequent P-frames over the air interface might be unnecessary. 
[bookmark: _Toc110199902]In the last RAN2 meeting #119e, the topic of packet discard was discussed in some papers. It was discussed whether packet discard could be at the PDCP level, with some enhancement to the discard timer (e.g new setting), or it could be similar to SDU level discard. There were also some proposals on whether packet discard could have impact on L2 procedures e.g. RLC AM window stalling, PDCP gap, HARQ retransmissions etc.
From SA2 perspective, packet dependency may be understood as “intra-PDU-set” dependency that is within a PDU set (i.e group of XR traffic PDUs with certain common parameters/characteristics), or “inter-PDU-set” dependency that is among related PDU-sets [3]. From RAN’s handling perspective, however, both the cases of intra-PDU-set and inter-PDU-set dependency could potentially be handled similarly. That is to say that if a critical subset of data PDUs (subset X) is not successfully delivered or decoded, gNB (or UE) may drop another subset of related/dependent data PDUs (subset Y). Here data PDUs in subset Y could belong to the same PDU set as that of subset X or to a different PDU set.  Maybe one difference could be on how to identify the PDUs to be dropped which at this point is not discussed here as this aspect would depend on SA2 modeling/design. Though RAN2 can wait for SA2 progress regarding identification of unnecessary data PDUs, RAN2 can already start to discuss how the PDCP/RLC PDU dropping operation can function at high level once such unnecessary data PDUs have been identified at the gNB and/or UE. A general approach could be to perform PDCP/RLC PDU dropping at the transmitter side, for example at the gNB for DL transmissions or at the UE for UL transmission. This could be based on the following:
(i) The awareness of XR traffic characteristics at the transmitter e.g. in UL transmission, assuming that the UE is aware of which packets are critical ones, and in the event that such critical packets are lost or corrupted, UE may decide to discard the remaining dependent packets of the PDU set(s); and/or 
(ii) Feedback from the receiver e.g. for UL transmission, if the gNB fails to successfully receive packets which are critical for successful decoding of a PDU set (considering the capability of the receiver’s application), the gNB could indicate to the UE to perform discard in addition to regular NACK feedback.
For XR kind of traffic, transmitter (Tx) side may decide to drop Y packets based on information provided by receiver (Rx) side or even by application (this decision will depend on SA2 progress and how/what XR related information is received by UE/gNB). For example, if the subset X of data PDUs that is critical are not received successfully by the Rx side, the Rx side can provide remote feedback (application layer level) to the Tx side to trigger the dropping of the related/dependent subset Y of PDUs if the Rx decoder isn’t capable of decoding the remaining PDUs/information without the lost PDUs, or the Tx may have local feedback to trigger the PDU discard operation. A typical packet discard scenario is shown in Figure 1. 


Figure 1: PDU dropping and PDCP SN gap skipping if related PDUs are lost

Observation 1. [bookmark: _Toc115302154][bookmark: _Toc115350161][bookmark: _Toc115350255][bookmark: _Toc115385846]Identification of data PDU(s) that may need to be discarded if related critical PDU(s) are lost/corrupted would depend on SA2 modelling/design.
Proposal 1. [bookmark: _Toc115302155][bookmark: _Toc115350165][bookmark: _Toc115350259][bookmark: _Toc115385849]RAN2 can wait for SA2 conclusion on which XR related information is visible to RAN. This includes e.g. intra-PDU-set dependency (i.e. PDUs part of a PDU set), inter-PDU-set dependency.
Proposal 2. [bookmark: _Toc115385850]RAN2 can discuss optimizations based on the discard of dependent XR packets assuming that RAN and UE can identify at least intra-PDU-set dependency. RAN2 informs SA2 and SA4 of this assumption.
[bookmark: _Toc110337067][bookmark: _Toc110342143][bookmark: _Toc110363178][bookmark: _Toc110401402][bookmark: _Toc110424387][bookmark: _Toc110438145][bookmark: _Toc110503290][bookmark: _Toc110525023][bookmark: _Toc110600408][bookmark: _Toc110601593][bookmark: _Toc110867048][bookmark: _Toc114219643][bookmark: _Toc114219672][bookmark: _Toc115176934][bookmark: _Toc115302156]From RAN2 perspective, data PDUs that are identified to be discarded could be done in two stages of transmission.
1) Discard at Transmitting entity before transmission attempt:  It is possible that some critical data is lost, and the transmitter becomes aware of this loss/failure of critical data packets before the remaining dependent PDUs from the same or different PDU set are transmitted. In this case, data PDUs which are to be discarded may not yet have been transmitted over the air interface, and therefore if they were dropped by the transmitter, their associated L2 (PDCP/RLC) SNs could be reused for new packets. For packets that have not been transmitted over the air, they could be discarded as PDCP SDUs. In this case, existing SDU discard mechanism could be reused, with possible update of the settings/configuration of the discard timer based on traffic awareness information e.g. value of discard timer could have some relation to the delay budget of the PDU set, and could be configured per PDU set or based on a group of PDU sets. 
2) Discard at Transmitting entity after transmission attempt: In this case, such data PDUs may already have been transmitted over the air interface but not successfully received in which case, if they were dropped by the transmitter, the associated L2 SN cannot be reused for another packet by the transmitting entity. The point to note here is that even for packets or RLC PDUs for which delivery has already been attempted by MAC, they could be discarded without attempting retransmission if related critical packets are lost/corrupted. This is different from current specification, where only those RLC PDUs/SDUs can be discarded which have not yet been submitted to the lower layers [TS 38.322] . For high volume of XR packets to be transmitted with large number of packets possibly in the buffer, it may be needed to discard packets even if they have already been submitted to lower layers (MAC layer) for transmission. Discard at this level however could result in gaps in the PDCP and/or RLC sequence numbers (SNs) since they cannot be reused.
Observation 2. [bookmark: _Ref115300618][bookmark: _Toc115302158][bookmark: _Toc115350162][bookmark: _Toc115350256][bookmark: _Toc115385847]From transmission perspective, data PDUs could be discarded at the transmitter side during the following stages: (1) before any transmission is attempted, or (2) after transmission attempt(s) have been made.  
Proposal 3. [bookmark: _Ref115344683][bookmark: _Toc115350167][bookmark: _Toc115350261][bookmark: _Toc115385851][bookmark: _Toc115176940][bookmark: _Toc115302162]When packets are discarded at the transmitter before the transmission of these packets is attempted, current mechanism of SDU discard could be used as baseline.
Proposal 3.1. [bookmark: _Toc115350168][bookmark: _Toc115350262][bookmark: _Toc115385852]If Proposal 3 is agreed, RAN2 to further study enhancements to current SDU discard mechanism considering XR specific information (e.g. delay budget associated to a PDU and/or PDU set)
As mentioned earlier, an obvious implication of packet discarding in RAN2 for the case when such packets are already submitted to lower layers (MAC layer) is that discarding related/dependent PDCP/RLC PDUs , could result in gaps in the PDCP/RLC SNs since the SN of the dropped PDCP/RLC PDU cannot be reused for new packets. RAN2 can therefore study and discuss how this potential issue of PDCP/RLC SN gaps could be addressed. 
Observation 3. [bookmark: _Toc115385848]Packet discard after packets are already submitted to lower layers (MAC layer) can result in PDCP/RLC SN gaps 
Proposal 4. [bookmark: _Ref115345215][bookmark: _Toc115385853]When the discard of the packets is identified at the transmitter after these packets are already submitted to lower layers (MAC layer) but have not been acknowledged yet, RAN2 to discuss whether and how to support the PDU discard of these unnecessary packets e.g. at PDCP or RLC level.
Proposal 4.1. [bookmark: _Toc115176943][bookmark: _Toc115302159][bookmark: _Toc115350164][bookmark: _Toc115350258][bookmark: _Toc115385854][bookmark: _Toc115302166][bookmark: _Toc115350171][bookmark: _Toc115350265]If Proposal 4 is agreed, RAN2 to study whether any optimization is needed to address PDCP/RLC SN gaps which may result from the discard of XR packets.
When data packets are discarded, an updated BSR could also be triggered to report to the network of the reduction in data volume in the UL buffer for the case when packets are discarded at the transmitting entity i.e UE in uplink. This could potentially avoid the gNB unnecessarily allocating UL resources. This might need an enhancement of current BSR e.g. to trigger a BSR when packet discard is performed. Further details are provided on this in our companion paper [2].
Proposal 5. [bookmark: _Toc110029599][bookmark: _Toc110199944][bookmark: _Toc110199971][bookmark: _Toc115385855][bookmark: _Toc110029212][bookmark: _Toc110029600][bookmark: _Toc110199945][bookmark: _Toc110199972][bookmark: _Toc110257665][bookmark: _Toc110257913]RAN2 further consider other impacts and/or optimizations, such as UE feedback to the gNB (e.g BSR) due to XR packet discard.

1. [bookmark: _Toc463058201][bookmark: _Toc463058245][bookmark: _Toc463058202][bookmark: _Toc463058246][bookmark: _Toc463058203][bookmark: _Toc463058247][bookmark: _Toc465992504][bookmark: _Toc465993063][bookmark: _Toc465993086][bookmark: _Toc465993148][bookmark: _Toc465993084]Conclusion
The observations captured are the following:
Observation 1.	Identification of data PDU(s) that may need to be discarded if related critical PDU(s) are lost/corrupted would depend on SA2 modelling/design.
Observation 2.	From transmission perspective, data PDUs could be discarded at the transmitter side during the following stages: (1) before any transmission is attempted, or (2) after transmission attempt(s) have been made.
Observation 3.	Packet discard after packets are already submitted to lower layers (MAC layer) can result in PDCP/RLC SN gaps
The proposals captured are the following:
Proposal 1.	RAN2 can wait for SA2 conclusion on which XR related information is visible to RAN. This includes e.g. intra-PDU-set dependency (i.e. PDUs part of a PDU set), inter-PDU-set dependency.
Proposal 2.	RAN2 can discuss optimizations based on the discard of dependent XR packets assuming that RAN and UE can identify at least intra-PDU-set dependency. RAN2 informs SA2 and SA4 of this assumption.
Proposal 3.	When packets are discarded at the transmitter before the transmission of these packets is attempted, current mechanism of SDU discard could be used as baseline.
Proposal 3.1.	If Proposal 3 is agreed, RAN2 to further study enhancements to current SDU discard mechanism considering XR specific information (e.g. delay budget associated to a PDU and/or PDU set)
Proposal 4.	When the discard of the packets is identified at the transmitter after these packets are already submitted to lower layers (MAC layer) but have not been acknowledged yet, RAN2 to discuss whether and how to support the PDU discard of these unnecessary packets e.g. at PDCP or RLC level.
Proposal 4.1.	If Proposal 4 is agreed, RAN2 to study whether any optimization is needed to address PDCP/RLC SN gaps which may result from the discard of XR packets.
Proposal 5.	RAN2 further consider other impacts and/or optimizations, such as UE feedback to the gNB (e.g BSR) due to XR packet discard.
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