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In RAN#119 meeting, agreements [1] on multicast reception in RRC_INACTIVE are made as shown below: 
In Rel-18, multicast reception for UEs in INACTIVE supports at least the following scenarios, with the assumption that the UE already has a valid PTM configuration:
	- Scenario 1: a UE has been receiving multicast in CONNECTED, and it enters INACTIVE and continues the multicast reception.
- Scenario 2: a UE has joined a multicast session and has been directed to INACTIVE, the UE starts to receive the multicast session
FFS for state changes, e.g. due to service being not provided in INACTIVE anymore etc.
It is up to gNB to decide whether a multicast session may be received by UE(s) in INACTIVE. FFS what information gNB may be provided to form such decision (related to SA2 discussion).
It is supported that gNB transmit one multicast session to both UEs in CONNECTED and INACTIVE in the same cell. FFS how the gNB configures this. 
It is assumed the network can choose which UEs receive in RRC INACTIVE and which in RRC Connected and can move UEs between the states for Multicast service reception.
The following is taken as baseline: we assume the same PDCCH/PDSCH resources (e.g. resources used for MTCH) can be used for all UEs (including UEs in CONNECTED and/or INACTIVE states) for receiving the same multicast session. Different configuration/resources are not precluded as well. FFS what exactly can be common and what not (e.g. HARQ, SPS etc.) and what is needed in addition (to legacy PTM config).
For PTM configuration delivery, RAN2 further investigates the following solutions:
Option 1: Dedicated signalling
Option 2: Solution based on SIB+MCCH
We do not preclude some “mix” of the options
HARQ feedback and PTP are not supported for multicast reception in RRC_INACTIVE. 
Multicast service continuity after cell reselection in RRC_INACTIVE state (i.e. without resuming RRC connection) will be supported (if the configuration of the new cell is available for the UE). FFS whether there are cases where the UE needs to resume the connection. FFS RAN3 impacts due to inter-gNB mobility.
Upon cell reselection to neighbour cells during active multicast session, if the configuration of the session is not available for the new cell for UEs in INACTIVE, then the UE is required to resume RRC connection to get the Multicast MRB configuration. 
Based on these agreements, we further discuss how to achieve the mechanism of multicast reception in RRC_INACTIVE.
2 Discussion
2.1 State transition for multicast reception in RRC_INACTIVE
2.1.1 From RRC_CONNECTED to RRC_INACTIVE
In last RAN2#119 meeting, we have an agreement:
For PTM configuration delivery, RAN2 further investigates the following solutions:
Option 1: Dedicated signalling
Option 2: Solution based on SIB+MCCH
We do not preclude some “mix” of the options
In Rel-17 Multicast, the multicast configuration is configured via RRCReconfiguration for a dedicated set of UEs (i.e., Not all UEs in the multicast service area are authorized to receive the data). If we go for option 2, gNB provides the multicast configuration by a kind of broadcast way, it means gNB is not able to be aware of which UE is receiving the multicast session in RRC_INACTIVE (i.e., lacking of control on the (un)authorized UE). To some extent, it seems like turning multicast into broadcast.
On the other hand, we also agreed that there is no difference between RRC_CONNECTED multicast session and RRC_INACTIVE multicast session in the same cell. Thus using dedicated RRC signaling is more appropriate to combine with Rel-17 method. RRCReconfiguration can be reused and furthermore, since UE needs to enter RRC_INACTVE, RRCRelease is also a straightforward way to provide the multicast configuration for RRC_INACTIVE UE. 
More details need to be further discussed if we go for option 1. For example, if a RRC_CONNECTED UE is already provided with the multicast configuration by RRCReconfiguration and receiving multicast session, do we still need to use RRCRelease to provide another multicast configuration to UE when gNB sends UE to RRC_INACTIVE? Perhaps in this situation, the previous multicast onfiguration can be reused by an indication within RRCRelease. Another situation is that if a RRC_CONNECTED UE has not started a multicast session yet (i.e., no configuration), then RRCRelease can be used to provide the multicast configuration. Therefore how to cooperate between RRCReconfiguration and RRCRelease should be further studied. 
Proposal 1: Using dedicated RRC signaling (e.g., RRCReconfiguration, RRCRelease) to provide multicast configuration to UE when its RRC state is switched from RRC_CONNECTED to RRC_INACTIVE and details FFS.
2.1.2 From RRC_INACTIVE to RRC_CONNECTED
In last meeting, we have an agreement:
It is assumed the network can choose which UEs receive in RRC INACTIVE and which in RRC Connected and can move UEs between the states for Multicast service reception.
We first need to figure out why network switch UE from RRC_INACTIVE to RRC_CONECTED for multicast reception. When looking at the objective for multicast reception in RRC_INACTIVE [2], it has two main reasons: 1. Power saving; 2. Network congestion.
For power saving part, if there is temporarily no unicast data for a RRC_CONNECTED UE which is receiving multicast session, network may let UE enter RRC_INACTIVE and continue receiving multicast session. But if unicast data is coming again, UE will be paged to re-connect with network. In this situation, the current RAN paging mechanism is sufficient. No further enhancement is required in this part.
For network congestion part, if network is experiencing congestion, UEs may be released to RRC_INACTIVE but can continue receiving multicast session such as Mission Critical Services, Public Safety. Once the congestion is alleviated, it seems up to network implementation that whether let all UEs or a set of UEs re-connect with network. For a set of UEs, the current RAN paging mechanism (i.e., individual notification) is proper to be used. For the whole UEs, multicast group paging which indicates the specific TMGI is more proper to be used, but it is noted that in Rel-18, there is probably a type of UE that has already stored the multicast configuration in RRC_INACTIVE and can directly start to receive multicast even in RRC_INACTIVE (e.g., also indicated by group paging), thus there could be some overlapping design for multicast group paging, some enhancements are required.
Proposal 2: RAN2 is suggested to consider the following methods when switching UE RRC state from RRC_INACTIVE to RRC_CONNECTED:
- Option 1: Use legacy RAN paging (i.e., no enhancement)
- Option 2: Enhance multicast group paging
2.2 Multicast session state change
2.2.1 Paging mechanism
In Rel-17 multicast, the multicast session/configuration is controlled by RRCReconfiguration from RAN perspective, if the session starts, network will configure the related multicast configuration including MRB, PDCP/RLC/MAC/PHY/ServingCellConfig for UE. If the session is modified or stopped, network still use RRCReconfiguration to modify/release the related multicast configuration. However in Rel-18, UE can receive multicast session in RRC_INACTIVE, but there is no dedicated signalling reaching to a RRC_INACTIVE UE. Therefore some enhancements are required to provide the multicast session state for UE in RRC_INACTIVE. 
In our understanding, paging is a straightforward way to provide an indication about multicast session state, e.g. session start, session modification, session stop and etc. Comparing with Rel-17 multicast group paging, there is only TMGI indication within pagingGroupList indicating whether the multicast session corresponding the TMGI is stated or not, it is not efficient for Rel-18 multicast session state. Therefore, a paging cause list for pagingGroupList can be introduced to provide session state which is correspond to each entry (i.e., TMGI) within pagingGroupList.
Given an example shown in fig.1, apart from TMGI indication, network can also send paging cause for multicast, so that UE in RRC_INACTIVE can differentiate which session state the current multicast session is. For instance, UE 1 has joined the multicast session 1 (i.e., correspond to TMGI index 1), once the TMGI indication within pagingGroupList is indicated by paging cause that the session is stopped, UE 1 can stop monitoring multicast session in RRC_INACTIVE, furthermore UE 1 may store the related configuration in UE Inactive AS Context for future use. For UE 2 has joined the multicast session 2, the paging cause indicates the session is started, UE may start to receive the multicast session based on the available multicast configuration, otherwise, Random Access may be required. For UE 3 probably is receiving multicast session during RRC_INACTIVE, such a UE can use Random Access to update its configuration.


Fig.1 Introduce paging cause in paging message
Proposal 3: Introduce paging cause which is correspond to each entry (i.e. TMGI) within pagingGroupList for multicast session state notification.
2.2.2 Random Access
As seen from Fig.1 above, such type of UE 2 or UE 3 can initiate random access to request the multicast configuration for acquisition or modification. But for Rel-18 UE who supports multicast reception in RRC_INACTIVE, there seems no need to fall back RRC_CONNECTED to continue multicast session.
Therefore, a RNA update-like method can be considered for requesting multicast configuration without entering RRC_CONNECTED. If we agree that multicast configuration can be carried in RRCRelease, there is a chance that network may send RRCRelease to UE as a response to random access. By this way, UE can update/acquire the multicast configuration without entering RRC_CONNECTED.
Furthermore, we can reuse RRCResumeRequest by adding a resume cause for multicast request to achieve this function, or introducing a new UL-CCCH message as like RRCSystemInfoRequest (say, kind of RRCMulicastRequest) to request the multicast configuration, shown in Fig.2.


Fig.2 Random Access enhancement
Proposal 4: RAN2 is suggested to consider following methods to enhance Random Access Msg.3 to provide multicast request information:
- Option 1: Introduce a new resumeCause for multicast request
- Option 2: Introduce a new UL-CCCH message for multicast request
Proposal 5: Using RRCRelease carrying multicast configuration as a response to multicast request during random access procedure.
2.3 Mobility for multicast reception in RRC_INACTIVE
In last meeting, we have agreements:
Multicast service continuity after cell reselection in RRC_INACTIVE state (i.e. without resuming RRC connection) will be supported (if the configuration of the new cell is available for the UE). FFS whether there are cases where the UE needs to resume the connection. FFS RAN3 impacts due to inter-gNB mobility.
Upon cell reselection to neighbour cells during active multicast session, if the configuration of the session is not available for the new cell for UEs in INACTIVE, then the UE is required to resume RRC connection to get the Multicast MRB configuration. 
If the multicast configuration of the new cell is available for the UE, UE still can continue receiving multicast session after cell reselection. The key point is that how UE can acquire the multicast configuration of the new selected cell. There are several ways to achieve this.
One way is that the dedicated RRC signaling (e.g., pre-RRCReconfiguration, RRCRelease) may provide a multicast configuration list for multiple cells when UE is receiving multicast session in RRC_INACTIVE, When cell reselection happens, UE will apply the multicast configuration which is correspond to the new cell. Furthermore, considering there could be some neighbor cells which does not provide multicast session, a multicast specific frequency priority can be introduced to let UE reselect a mulicast cell.
Another way is that a area-specific multicast configuration can be provided to UE, e.g., part or the whole of RNA. In this area, UE can still use the same configuration to receive multicast session. Furthermore, an indication is required to notify UE of area information, for example, dedicated RRC signaling need to carry a cell list indicating which cell the UE can use the same configuration, or each cell may provide such an area information via system information.
Proposal 5: RAN2 is suggested to consider the following methods for the mobility of multicast reception in RRC_INACTIVE:
- Option 1: Use dedicated RRC signaling to provide multicast configuration list for multiple cells
- Option 2: Introduce area-specific multicast configuration
Proposal 6: Multicast-specific frequency priority can be further considered.
If the multicast configuration of the new cell is not available for the UE, we agreed that UE is required to resume RRC connection to get the multicast configuration. In our understanding, if proposal 4 and 5 in this paper can be agreed. Then UE who supports multicast reception in RRC_INACTIVE can use RNA updated-like method to get the multicast configuration without entering RRC_CONNECTED, it is more efficient.
Proposal 7: Proposal 4 and 5 are applicable for the mobility case where UE is required to get the multicast configuration in the new cell.
2.4 Other issues
For multicast, the same service and the same specific content data are provided simultaneously to a dedicated set of UEs. It can be seen that the multicast scheduling is not for an individual UE, so the scheduling scheme is uniform. In legacy mechanism, gNB can determine the scheduling based on CSI feedback from large number of RRC_CONNECTED UEs. However, RRC_INACTIVE UE can not report its channel information to network, once such UEs experiencing poor channel environment, the multicast reception performance will be degraded but network is still not aware of the situation.
In our understanding, if for power saving reason, UE is in RRC_INACTIVE but can not receive multicast very well (e.g., channel quality is not good enough), it should fall back RRC_CONNECTED to let network know this channel quality and may make some modifications such as modifying scheduling, using unicast bearer, PTP mode and so on. 
Since UE still performs measurements in RRC_INACTIVE, some measurement criteria can be introduced to determine whether UE should fall back RRC_CONNECTED for multicast reception or not. In a word, multicast scheduling problem due to channel quality for RRC_INACTIVE UE should be considered.
Proposal 8: RAN2 is suggested to consider the multicast scheduling problem due to channel quality for RRC_INACTIVE UE.
3 Conclusions
Proposal 1: Using dedicated RRC signaling (e.g., RRCReconfiguration, RRCRelease) to provide multicast configuration to UE when its RRC state is switched from RRC_CONNECTED to RRC_INACTIVE and details FFS.
Proposal 2: RAN2 is suggested to consider the following methods when switching UE RRC state from RRC_INACTIVE to RRC_CONNECTED:
- Option 1: Use legacy RAN paging (i.e., no enhancement)
- Option 2: Enhance multicast group paging
Proposal 3: Introduce paging cause which is correspond to each entry (i.e. TMGI) within pagingGroupList for multicast session state notification.
Proposal 4: RAN2 is suggested to consider following methods to enhance Random Access Msg.3 to provide multicast request information:
- Option 1: Introduce a new resumeCause for multicast request
- Option 2: Introduce a new UL-CCCH message for multicast request
Proposal 5: Using RRCRelease carrying multicast configuration as a response to multicast request during random access procedure.
Proposal 6: Multicast-specific frequency priority can be further considered.
Proposal 7: Proposal 4 and 5 are applicable for the mobility case where UE is required to get the multicast configuration in the new cell.
Proposal 8: RAN2 is suggested to consider the multicast scheduling problem due to channel quality for RRC_INACTIVE UE.
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