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1	Introduction
This contribution gives a short overview of the status of the XR work in SA4.
2	Status
The latest workplan can be found in S4-220974: the work continues since the completion date has now been postponed to December 2022. Not much progress has been achieved on RAN2 matters. An SA4 telco was organised on the 20th of September but the response to the RAN2 LS on pose information was postponed [report].
At the last RAN2 meeting, an LS from SA4 was received in R2-2206969 though. Since that LS contains some relevant information for the RAN2 work (as pointed out during the post-RAN2 email discussion 262), we suggest updating our RAN TR to reflect those pieces of information.

3	Conclusion
To reflect the progress SA4 has made in the RAN TR, the following text proposal is given: 

Text Proposal
[bookmark: _Toc113034852][bookmark: _Toc113034849]4.3.1	Video
XR content may be represented in different formats, e.g. panoramas or spheres depending on the capabilities of the capture systems. Since modern video coding standards are not designed to handle spherical content. projection is used for conversion of a spherical (or 360°) video into a two-dimensional rectangular video before the encoding stage. After projection, the obtained two-dimensional rectangular image can be partitioned into regions (e.g. front, right, left, back, top, bottom) that can be rearranged to generate "packed" frames to increase coding efficiency or viewport dependent stream arrangement.
There are mainly three approaches that can be considered for 360 video delivery (see TR 26.918 [5]): 
-	Single stream approach: the single stream approach consists in providing the full 360 video and showing the interesting part only. Solutions that lie within this group have the drawback that either they may not be scalable or they may impose a big challenge in terms of required network resources (high bitrate of high resolution video) and required processing at the client side (decode a very high resolution video).
-	Multi-stream approach: the multi-stream approach consists of encoding several streams, each of them emphasizing a given viewport and making them available for the receiver, so that the receiver decides which stream is delivered at each time instance. 
-	Tiled stream approach: the tiled stream approach consists in emphasizing the current user viewport through transmitting non-viewport samples with decreased resolution. The tiles can be provided as one common bitstream (using motion-constrained HEVC tiles) or as separate video streams.
In modern video codecs, complex prediction structures are used that take into account application constraints, encoding complexity, latency and dynamic decisions in the encoding. This may result in irregularities, for example based on sequence properties. In particular for low-latency delivery with error resiliency, different flavours of encoding operations are in use, and the concept of I, P and B pictures is not generally applicable.
In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, receivers may use the data up to the first lost fragmentation unit to recover at least parts of the video data and apply error concealment afterward. 
Furthermore, in motion-compensated predicted video decoding, some frames refer to other frames based on the video encoding configuration but also based on dynamic operational decisions. As consequence, a PDU Set may “depend” on previously received PDU Sets. However, such dependencies do not necessarily result in discarding dependent information units.

Next Subclause
4.5	Characteristics and Requirements
4.5.1	General
In general, it is difficult to identify common traffic characteristics since they heavily depend on the application choices, such as the application itself, the codec in use, the data formats and the encoding operation. In particular, low-latency XR and cloud gaming video services such as Split-Rendering or Cloud Gaming typically would not use the traditional coding structure with a fixed Group of-Picture (GOP). In addition, the field of low-latency video delivery is undergoing heavy innovation and new coding methods may be established frequently. Thus, the traffic characteristics and requirements derived from the work done in SA4 (TR 26.926 [5] and TR 26.928 [6]) and listed below, can only be used as a baseline when specific examples for XR traffic characteristics are needed - baring in mind that they are not universally applicable for all XR applications.
[bookmark: _Toc113034853]4.5.21	Video
According to TR 26.918 [5], the latency of action of the angular or rotational vestibulo-ocular reflex is known to be of the order of 10 ms or in a range from 7-15 milliseconds and it seems reasonable that this should represent a performance goal for XR systems.  This results in a motion-to-photon latency of less than 20 milliseconds, with 10ms being given as a goal.
Regarding the bit rates, between 10 and 200Mbps can be expected for XR depending on frame rate, resolution and codec efficiency (see TR 26.926 [6] and 26.928 [7]).
[bookmark: _Toc113034854]4.5.32	Audio
According to TR 26.918 [5], due to the relatively slower speed of sound compared to that of light, it is natural that users are more accustomed to, and therefore tolerant of, sound being relatively delayed with respect to the video component than sound being relatively in advance of the video component. Recent studies have led to recommendations of an accuracy of between 15 ms (audio delayed) and 5 ms (audio advanced) for the synchronization, with recommended absolute limits of 60 ms (audio delayed) and 40 ms (audio advanced) for broadcast video.
[bookmark: _Toc113034855]4.5.43	Pose Information
To maintain a reliable registration of the virtual world with the real world, as well as to ensure accurate tracking of the XR Viewer pose, XR applications require highly accurate, low-latency tracking of the device at about 1kHz sampling frequency. The size of a XR Viewer Pose associated to time, typically results in packets of size in the range of 30-100 bytes, such that the generated data is around several hundred kbit/s if delivered over the network (see TR 23.748 [7]).
Pose information has to be delivered with ultra-high reliability, therefore, similar performance as URLLC is expected i.e. packet loss rate should be lower than 10E-4 for uplink sensor data – see TR 22.842 [2].
Editor's Note: LS sent to SA4 to clarify the requirements of pose information.



