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1. Introduction
In RAN2#119e [1], there were the following agreements with respect to XR capacity enhancements for XR:
	1: As starting point, RAN2 can further discuss the solutions in TR 38.838 that can impact on L2 operation (e.g., BSR, LCP, assistance information for scheduling, packet discarding, prioritization) for XR-specific capacity improvement. RAN2-specific solutions are not precluded (even if RAN1 hasn’t discussed them before).
1: Enhancement to SPS/CG should be justified for XR scheduling and should be evaluated against dynamic grant (DG) scheduling which should be considered as baseline. Should justify why enhancements are needed. 
RAN2 considers SPS enhancements may not be needed in Rel-18 XR since PDCCH capacity is not assumed to be a problem for XR. FFS if SPS has some power consumption benefits.



In this contribution, we will discuss XR capacity enhancements considering XR service characteristics from RAN2 point of view based on the above agreements, including both CG scheduling, multi-PUSCH/PDSCH scheduling and data transmission prioritization.
2. Discussion
In the following, the XR characteristics are reviewed firstly, based on which the potential capacity enhancements for scheduling are discussed.
2.1. XR traffic characteristics
In the related work in Rel-17 SI [2], the traffic characteristics of XR were identified, based on which the evaluations of related potential solutions for capacity enhancements were performed and the related results were summarized in TR 38.838 [2]. In brief, the XR traffic characteristics, which are relevant to the discussion of this paper, are listed below:
· Periodic burst arrival, the burst/frame arrival periodicity can be 33.33,16.67 and 8.33 ms respectively for video frame rates 30,60 or 120 frames per second (FPS);
· The periodicity of the burst arrival (33.33ms,16.67ms and 8.33ms, respectively for 30, 60 and 120 FPS) does not align with the time granularity (e.g. 1/0.5/0.25 ms slot length for 15/30/60-KHz subcarrier space) of NR Uu interface;
· Various burst size (i.e. various burst data rate). 
· In the first aspect, for Group of Picture (GoP) model, the I-frame size can be much larger than P/B-frame, for instance, I-frame size can be 3-6 times as P-frame size; 
· In the second aspect, even for the same frame type, the burst size can also vary in the considerable range depending on the scene/motion change in the pictures.
· Stringent delay requirement
· The e2e delay of XR service is very tight. The PDB for transmission in Uu interface is assumed to be 10 ms in the simulations in [2].
Observation 1 [bookmark: _Toc110591308][bookmark: _Toc115368664]The following characteristics of XR has been identified and summarized in TR 38.838:
a) [bookmark: _Toc110591309][bookmark: _Toc115368665]Periodic burst arrival;
b) [bookmark: _Toc110591310][bookmark: _Toc115368666]Misalignment between burst arrival periodicity and NR Uu time granularity;
c) [bookmark: _Toc110591311][bookmark: _Toc115368667]The burst size may vary in a large range;
d) [bookmark: _Toc110591312][bookmark: _Toc115368668]Tight PDB for burst transmission in NR Uu interface.

2.2. Configured grant (CG) scheduling enhancements
Considering the tight delay budget of XR service, CG scheduling could be considered as a beneficial approach for uplink scheduling as the SR transmission procedure in case of dynamic scheduling could be avoided. However, as the burst size of XR traffic varies, in order to provide enough transmission capacity for the various burst sizes, the network has to configure a set of CGs corresponding to one burst in order to provide enough capacity for the burst with large size. In this way, some CGs may be redundant if the burst size is small, which may cause resource waste from system capacity point of view. Figure 1 illustrates the redundant CGs in relation to burst size variations.
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[bookmark: _Ref110592671]Figure 1 Illustration of Recyclable CGs
Observation 2 [bookmark: _Toc110591313][bookmark: _Toc115368669]CG scheduling can achieve low transmission latency for UL XR traffic.
Observation 3 [bookmark: _Toc110591314][bookmark: _Toc115368670]The network has to provide large enough capacity for various burst size, while the provided capacity may be redundant for some small burst(s), which may cause resource waste.
In order to improve the system capacity for CG scheduling, it is better to consider some approaches to identify and recycle these redundant CGs in one set of CGs. At network side, the recycled CG(s) could be rescheduled for other data transmission, which will improve the spectrum efficiency and the system capacity.
Observation 4 [bookmark: _Toc115368671]The gNB can reschedule the radio resources corresponding to the recycled CGs for other data transmission to enhance the system capacity.
From this perspective, we propose:
Proposal 1 [bookmark: _Toc115368676]RAN2 to study the CG recycling when the provided capacity with CG(s) is clearly larger than the required resource by the corresponding XR burst.
After determining the CG(s) to be recycled within one set of CGs, the gNB still needs certain time to perform scheduling in order to utilize the corresponding resources of the recycled CGs. To achieve this, it is preferred that the gNB can determine the recycled CG(s) within one set of CG as soon as possible. Certain assistant information from UE could be helpful for the serving gNB to determine the recycled CG(s). For instance, the UE can determine amount of data (e.g. the data burst containing one whole XR frame) that is required to be transmitted using a CG set and report such information to the gNB in certain way as soon as possible. Figure 2 illustrates that the UE reports assistant information for CG recycling once it has determined the amount of data to be transmitted in the current CG cluster. 
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[bookmark: _Ref110592736]Figure 2 Assistant information from UE to gNB for CG Recycling
Proposal 2 [bookmark: _Toc115368677]RAN2 to study the required assistant information report from UE to help the serving gNB for early recycling CGs. Details (e.g. what information and reporting approach) are FFS.
The UE and the gNB should be synchronized for CG recycling. The expected behavior includes:
· Both the gNB and the UE should be aware of the recycled CG(s) within a CG set;
· The UE should not use the recycled CG(s) for data transmission even though there are new data arrival after the assistant information reporting to gNB;
· The gNB can reschedule the resources corresponding to the recycled CG(s) for new data transmissions.
If the UE is allowed to use the CG(s) that will be recycled by the gNB, there may be collided utilization of the resources related to these recycled CG(s) between the gNB and the UE, which should be avoided. There could be two options to determine the CG recycling at the UE side to avoid such collision between the gNB and the UE:
· Explicit: indication for the recycled CG(s) from gNB;
· Implicit: the UE determines the recycled CG(s) based on the reported assistant information and the preconfigured CG order. 
The former one may require new signaling from gNB to UE, which means both signaling overhead and the additional delay to convey the signaling. While the later one requires to define the rule to determine the recycled CGs in the specification, and the UE also needs to report to gNB.
Proposal 3 [bookmark: _Toc115368678]RAN2 to study the following two options to determine the recycled CG(s):
Option a) [bookmark: _Toc115368679](Explicitly) Based on the indication from gNB;
Option b) [bookmark: _Toc115368680](Implicitly) Based on the reported assistant information and pre-configured CG order.
There are also some other CG enhancements, e.g. CG enhancement considering the non-integer XR burst periodicity, which may lead mismatch between XR burst arrival and CG configuration. This part is expected to be discussed in RAN1, and RAN2 may discuss the potential impacts upon RAN1’s input.
Proposal 4 [bookmark: _Toc115368681]RAN2 to wait for RAN1 input regarding time granularity mismatch between XR burst arrival and CG configuration.
2.3. [bookmark: _Toc110950146][bookmark: _Toc110960576]Multi-PxSCH scheduling
XR traffic has large data volume and multiple PDSCHs/PUSCHs scheduled via one PDCCH can be expected to save the PDCCH overhead. For dynamic scheduling, the major work comprises evaluation of the feasibility of multi-PUSCH/PDSCH scheduling (e.g. the potential gain and the complexity), the related PDCCH format design and the HARQ feedback signaling design etc., all of which are in the scope of RAN1. For RAN2, there can be some work to design the related RRC signaling to enable the multi-PUSCH/PDSCH scheduling in the later phase based on the RAN1 inputs. Considering this, we propose:
Proposal 5 [bookmark: _Toc115368682]For multi-PUSCH/PDSCH scheduling with DG, RAN2 can study the related design after there is concrete input from RAN1.
Multiple PUSCH scheduling could be applicable for CG scheduling. Two options in the following can be considered:
Option 1: Multiple PUSCH transmissions with multiple CG configurations. 
For this option, multiple legacy CG configurations with the same periodicity but staggered offsets can be configured for the same UE. For Type 1 CG, the gNB can configure and activate multiple CG configurations with desired number of CG occasions using RRC signaling. For Type2 CG, the gNB can provide multiple CG configurations using RRC signaling and afterwards the gNB can activate multiple CG configurations with staggered offset to achieve multiple consecutive CG occasions in each cycle. Figure 3 shows the example to enable 3 consecutive CG occasions (i.e. 3 PUSCHs) in each period. 
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Figure 3 multi-PUSCH transmission using multiple CG configurations.
Option 2: Multiple PUSCH transmissions with single CG configuration.
For this option, multiple CG occasions are provided using single CG configuration. For Type 1 CG, the gNB provides multiple CG occasions in each period using one CG configuration. For Type 2 CG, the gNB activates multiple CG occasions with single PDCCH according one preconfigured CG configuration. Figure 4 shows 3 CG occasions in each cycle configured with single CG configuration.
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[bookmark: _Ref115188781]Figure 4 multi-PUSCH transmission using single CG configuration.
Proposal 6 [bookmark: _Toc115368683]For multi-PUSCH scheduling with CG, RAN2 to consider the following two options:
· [bookmark: _Toc115368684]Option 1) Multiple CG configurations
· [bookmark: _Toc115368685]Option 2) Single CG configuration with multiple CG occasions in each cycle.
Both Option 1 and Option 2 can provide CG cluster with multiple PUSCHs with equal performance. For Option 2, the only benefit compared to Option 1 can be that certain signaling overhead could be saved to provide the configuration. However, the gain from signaling overhead reduction could be minor since the activation/inactivation of CG configuration could be infrequent for XR. In other aspects, Option 1 needs little standardization effort while Option 2 requires considerable change of the current CG configurations and HARQ operations. Besides, Option 1 has additional flexibility compared to Option 2 since Option 1 can provide both consecutive and non-consecutive CGs; and with Option 1, the gNB can deactivate part of the CG occasions without impact the transmission using the rest ones. With these aspects, we think Option 1 could be prioritized for multi-PUSCH scheduling with CG.
Observation 5 [bookmark: _Toc115368672]Option 2 can reduce some signaling overhead to configure/activate multiple PUSCH scheduling with CG compared to Option 1, but the inactivation/activation operation could be infrequent for CG.
Observation 6 [bookmark: _Toc115368673]Option 1 requires little standardization effort while Option 2 requires both CG configuration change and the HARQ operation change.
Observation 7 [bookmark: _Toc115368674]Compared to Option 2, Option 1 by nature can also provide additional flexibilities, e.g. provide multiple consecutive/non-consecutive CG occasions in each cycle, and deactivate part of the CG occasions without impact the transmission using the rest ones.
Proposal 7 [bookmark: _Toc115368686]RAN2 to prioritize Option 1 (i.e. enable multi-PUSCH with multiple CG configurations) for multi-PUSCH scheduling with CG.

2.4. Data transmission prioritization
In some cases, among the PDCP SDUs that are to be transmitted in the same LCH, some PDCP SDUs could be of higher priority/importance than the other SDUs. The PDCP SDUs with higher priority/importance may arrive the transmission buffer later than those with lower priority/importance due to transmission delay variations. In this case, the data of higher priority/importance may be transmitted later than the ones with lower priority/ importance according to the first in first out policy for each RB in data transmission. For one instance, when FEC is applied for video encoding [3], one PDU set may comprise a number of source packets (i.e. PDCP SDU) and a number of repair packet. In this case, the source packets can be of higher priority/importance than the repair packets. There are two cases in which the source packet of higher priority/importance may be blocked by the repair packets of lower priority/importance:
· Case 1: the source packet of the next PDU set arrives the transmission buffer before the transmission of the repair packets in a previous PDU set has been initialized, which may occur for both UL and DL.
· Case 2: the source packets arrive the transmission buffer later than the repair packets belonging to the same PDU set. At the gNB side, this could happen due to the transmission latency variations along the long the path between application server and the gNB and different PDUs belonging to the same PDU set may experience different delays. While at the UE side, this may not happen if it can be expected that the application layer delivers the source/repair packets to PDCP transmission buffer in order.
If all the source packets belonging to one PDU set are transmitted successfully, the end receiver can recover the part of picture corresponding to the PDU set. The repair packets can be helpful for the receiver to recover some of the information carried by the lost source packets. In such sense, source packets could be of higher priority/importance than the repair ones. But anyway, whether per packet priority/importance could be provided to RAN side is up to SA2/SA4. 
Observation 8 [bookmark: _Toc115368675]Per packet priority/importance information could help the gNB/UE to ensure the transmission of high priority packets.
Proposal 8 [bookmark: _Toc115368687]If per packet priority/importance information can be provided by CN/application layer for the packets belonging to one LCH, the packets with higher importance should be prioritized for scheduling.

Some other considerations on XR specific capacity enhancements are discussed in our contribution in RAN1 [3].
3. Conclusion
In this contribution, we have discussed the XR specific capacity enhancements based on the XR traffic characteristics. Based on the discussions, we have the following observations:
Observation 1	The following characteristics of XR has been identified and summarized in TR 38.838:
a)	Periodic burst arrival;
b)	Misalignment between burst arrival periodicity and NR Uu time granularity;
c)	The burst size may vary in a large range;
d)	Tight PDB for burst transmission in NR Uu interface.
Observation 2	CG scheduling can achieve low transmission latency for UL XR traffic.
Observation 3	The network has to provide large enough capacity for various burst size, while the provided capacity may be redundant for some small burst(s), which may cause resource waste.
Observation 4	The gNB can reschedule the radio resources corresponding to the recycled CGs for other data transmission to enhance the system capacity.
Observation 5	Option 2 can reduce some signaling overhead to configure/activate multiple PUSCH scheduling with CG compared to Option 1, but the inactivation/activation operation could be infrequent for CG.
Observation 6	Option 1 requires little standardization effort while Option 2 requires both CG configuration change and the HARQ operation change.
Observation 7	Compared to Option 2, Option 1 by nature can also provide additional flexibilities, e.g. multiple consecutive/non-consecutive CG occasions in each cycle, and deactivate part of the CG occasions without impact the transmission using the rest ones.
Observation 8	Per packet priority/importance information could help the gNB/UE to ensure the transmission of high priority packets.
Based on the discussions and the observations, we have the following proposals:
Proposal 1	RAN2 to study the CG recycling when the provided capacity with CG(s) is clearly larger than the required resource by the corresponding XR burst.
Proposal 2	RAN2 to study the required assistant information report from UE to help the serving gNB for early recycle CGs. Details (e.g. what information and reporting approach) are FFS.
Proposal 3	RAN2 to study the following two options to determine the recycled CG(s):
Option a)	(Explicitly) Based on the indication from gNB;
Option b)	(Implicitly) Based on the reported assistant information and pre-configured CG order.
Proposal 4	RAN2 to wait for RAN1 input regarding time granularity mismatch between XR burst arrival and CG configuration.
Proposal 5	For multi-PUSCH/PDSCH scheduling with DG, RAN2 can study the related design after there is concrete input from RAN1.
Proposal 6	For multi-PUSCH scheduling with CG, RAN2 to consider the following two options:
-	Option 1) Multiple CG configurations
-	Option 2) Single CG configuration with multiple CG occasions in each cycle.
Proposal 7	RAN2 to prioritize Option 1 (i.e. enable multi-PUSCH with multiple CG configurations) for multi-PUSCH scheduling with CG.
Proposal 8	If per packet priority/importance information can be provided by CN/application layer for the packets belonging to one LCH, the packets with higher importance should be prioritized for scheduling.
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