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1	Introduction
[bookmark: _Ref178064866]In [1], a new Study Item identifying three main areas of study, i.e., XR-Awareness in RAN, XR specific power savings and XR specific capacity improvements, was agreed. In this contribution we discuss the study topics related to the following objective in [1]. 
“Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.”
2	Discussion
In TR 38.838, a model for XR traffic was agreed for evaluating capacity and power saving aspects in a 5G NR system. The model considers the multi-flow nature of XR traffic, which includes video, audio and pose flows, in DL and/or UL directions. The flows described in the TR have different periodicity and packet delay budget (PDB) constraints. Moreover, such flows are composed by application packets of different size (e.g., a video frame may be referred to as application packet, as better explained in the following paragraph). Therefore, to address the requirements of each XR flow in RAN, information about the flows and application packets therein is needed to enable enhancements for capacity and power saving.
As already done above, in this paper we consistently use the term "application packet", following the definition of “packet” as described in section 5.1.1.1 in TR 38.838 [2], to identify an entire application information unit, e.g., a video frame. This is particularly needed considering that individual IP packets within an XR application packet (e.g., a video frame) are dependent on each other and must be all received within the expected PDB to be of any use by the end user application.
The implication of application packet concept is that packets should no longer be treated independently in the RAN. To make it even more useful for RAN, a new set of static and dynamic parameters describing the characteristics of the application packet is needed.
[bookmark: _Toc102152759][bookmark: _Ref110580782][bookmark: _Ref110580788][bookmark: _Toc110952103]An application packet is used to identify a unit of application information, e.g., a video frame in RAN.
[bookmark: _Toc102152760][bookmark: _Toc110952104]For XR services, it is inefficient for RAN to treat IP packets independently; rather RAN should treat packets on application packet basis.
2.1 XR application behaviour and impacts on traffic and requirements
XR traffic is dynamic, frame rates, throughput, latency requirement will all depend on the type of content being displayed and the amount of offloaded processing to a remote server. For example, considering VR/AR application which only renders content at fixed locations, the application server may only deliver the content when the user has its gaze fixed towards the location of where the content is to be displayed. In a different scenario the gaze may be directed to a location where content is not displayed. The result of this is that throughput may spike depending on the user gaze and the type of content: it may go from high throughput to low throughput and vice versa very quickly. The dynamics of XR traffic will make it very difficult for the network to plan and allocate the correct amount of resources. Network features, such as dynamic pre-scheduling rely on the predictability of the incoming traffic. For optimal use of such features gNB must receive information related to the application packet together with updated information in response to significant events triggered by the application.
Furthermore, it is our understanding that different video-codecs behave in a variety of ways implementing various kinds of optimization features. For example, a codec may adjust frame rate and/or quality of the rendered content depending on the application implementation and available bandwidth. In a scenario where the frame rate drops momentarily from high fps to low fps or vice versa, this may trigger a significant change in the traffic characteristic, for example the traffic flow periodicity and application packet sizes may change. In a scenario like this the statically configured QoS parameters may be outdated. For example, the application packet periodicity and application packet delay budget may no longer be as accurate. Hence, signalling updated information to the gNB may be essential in order to deliver the target service QoS/QoE, maintain the service for other users and services, and maintain efficient use of network resources. 
From the above paragraphs and the traffic model as agreed in RAN1#109-e meeting [3] we note that the dynamicity of XR traffic, i.e, the throughput and/or fps that may drastically vary depending on XR application/session, is not captured in the agreed upon traffic models, nor do we think they should be, since user behaviour and types of XR applications are increasingly difficult to model. However, we note that the dynamic/updated info, argued for in this contribution, may enable the network to implement the correct feature settings, resulting in more efficient resource utilization.
[bookmark: _Toc110952105]Applications may implement different features to adapt the QoE such as, for example, increasing/decreasing the fps or bit rate, which may impact the periodicity and delay requirement of video frames.
[bookmark: _Toc110952106]gNB benefits from information about every application packet as well as updated information in response to significant events triggered by the application.

2.2 Dynamic and static information needed in RAN
To enable capacity and power saving enhancement discussed in [4] and [5], dynamic and static information about the application packet may be exposed to the RAN in different ways. In this context dynamic information would encompass per application packet information signalled for instance by the application in RTP extension headers in the IP packets associated to the application packet. Static information on the other hand would be provided once or infrequently. This information could be obtained by different means, for example, through an updated 5G Quality of Service (QoS) framework, learned by the network, or signalled by the application. SA2 and SA4 are discussing the means how to achieve this information. RAN1 and RAN2 should identify, however, what information is useful, how it can be used, and the benefits the information provides to the capacity or energy consumption. A short list of dynamic and static application information needed in RAN is presented in Table 1 below and further discussed in the upcoming sections.
Table 1 Dynamic & Static application information needed in RAN
	Information type
	Dynamic information
	Static information

	Traffic flow periodicity
	x
	x

	Application packet delay budget
	x
	x

	Association of IP packets to application packets
	x
	

	Application packet size
	x
	

	Number of IP packets in application packet
	x
	

	Jitter statistics, e.g., distribution, range
	
	x

	Type of traffic e.g., video, pose, audio
	
	x



For dynamic information the UPF can process and forward the necessary information to the network using a GTP-U header extension tunnel on the NG-U interface connecting UPF to the access network. The access network may then choose to forward information to the appropriate DU (in case of spilt architecture) or gNB on the F1-U and Xn-U interfaces, performing optimizations to select the correct terminal. Finally, we note that these are in SA2 and RAN3 scope and should not be studied by RAN1/2
Static information on the other hand may be included as QoS parameters configured by an AF function in the 5G core network and signalled on the NGAP interface. However, as discussed in section 2.1, Some parameters may require infrequent updates. Rate-adaptation and/or frame rate adaption can impact both the requirements on the network and characteristics of the traffic. Required PDB may be relaxed or further restricted, periodicities and average throughput may fluctuate. These changes may occur often or seldom completely dependent on application implementation. Depending, then on application implementation the ‘remaining PDB’ i.e. the delay budget of an application packet seen from application layer point of view may be more useful as a dynamic parameter received in-band on a per application basis. Such dynamic PDB may then override any static configured delay budget described by the 5QI. Similar reasoning may be applied to periodicity information. If the application modifies the periodicity at any point, information related to such event may be considered as dynamic information. 
[bookmark: _Toc102152761]Two types of application information can be used in RAN, static and dynamic information.
[bookmark: _Toc102152762][bookmark: _Toc110952108]Dynamic information is needed per application packet, while static information is needed once or infrequently. 
[bookmark: _Toc110952109]UPF should convey dynamic Application packet information. 
[bookmark: _Toc110952110]Fluctuations in traffic requirements and characteristics may be triggered by the application. Hence, application PDB and traffic flow periodicity may be considered as static or dynamic information depending on application implementation.

2.2.1	Application packet size and packets association/other information
For XR applications, the end user performance may depend on whether all IP packets belonging to a video frame or frame slice are successfully delivered. The fact that a group of IP packets is associated with an application packet and the size of the application packet can be used to assist the RAN such that it can perform efficient radio resource management committed to the QoS. With this information, for example, the scheduler can identify and treat all individual IP packets associated to the application packet in such a way that they are all delivered within the PDB. Knowing the application packet size also allows the scheduler to plan its resources as well as to decide whether it can meet the requirements for the given application packet. Hence characteristics describing the size of each application packet is needed, we note that information related to the application packet size may be conveyed in various ways e.g., number of bytes, number of IP packets together with the size of each individual IP packet within an application packet, an identifier for all IP packet associated to an application PDU. The important thing to note here is that this information needs be conveyed up-front for each application packet i.e., the arrival of the first IP packet within an application packet must convey the size of the entire application packet, with this information the scheduler may allocate resources faster and more efficient.
From the above discussion it follows that dynamic information keeping track of the IP packets constituting the application packet need to be using, for example, sequence numbering of packets within an application packet.
Section 2.3.1 in [4] shows the benefits of knowing the IP packets associated to an application packet and the application packet size. In this evaluation, the scheduler is able to increase the capacity by 10%. 
Application packet size information is beneficial for the scheduler and by doing better prioritization, the network could increase capacity by 10%
2.2.2	Application packet delay budget
As already been described all IP packets belonging to an application packet is needed to be received within delay budget to satisfy the end user. The delay requirement provided by 5QI for delay critical flows is defined on IP packet basis and thus can’t be used directly for a XR traffic flow where reception of the whole application packet within delay budget is needed. Therefore, the latency requirement for whole application packets is information that can be useful, i.e., a static delay budget associated with each application packet traffic flow can be of potential benefit. Such PDB information can be utilized in different ways. For example, the scheduler may prioritize different users and different application data for a given user based on the PDB.  This falls under the concept of delay-based scheduling. While the scheduling approach is implementation specific, it is highly likely that having PDB information can help the scheduler to optimize its resources by prioritizing users and data in a more efficient manner. This is observed in section 2.3.1 in [4]. Another way the scheduler may utilize the PDB is to estimate if the application packet can be delivered within its latency requirement and if not decide to drop the entire application packet to free radio resources. These resources can then be assigned to other users or data which can still meet their PDB [4]. From a single user perspective, it could be argued that it is not good to drop packets. However, from a system point of view in which multiple users compete for the resources, it is more efficient to use available resources in a way which maximizes system capacity. This can be done for example by selectively discarding late application packets which, if not transmitted, can free up resources for more users. Furthermore, it is noted that some application packets which have passed the corresponding delay requirement may still be of use to the application. If this is the case, enough information must be signalled by the application to inform RAN as well as how late an application packet can still be considered valid for the application. This could preferably be taken into account in the PDB information which would make it easier because the scheduler can assume that any application packet which fails to meet the corresponding PDB, is no longer useful for the application.
[bookmark: _Toc102152764][bookmark: _Toc110952113]Application packet delay budget information is beneficial for the scheduler and by doing proper prioritization, the network could increase capacity by 10%
[bookmark: _Toc102152765][bookmark: _Toc110952114]Application packet delay budget information is beneficial for the scheduler and by dropping application packets not meeting the requirements, 10% more capacity can be obtained
In the uplink, this information is also relevant. A potential enhancement, that could benefit from this information, can be made to the Buffer Status Report (BSR) feature. As application packet sizes grow so does the inaccuracies in the reported value of the UL transmit buffers in the BSR, the result of this is that the network over-provisions radio resources to the user, consequently the UE and network will waste power and capacity transmitting padding bits, also contributing to increased radio interference. With dynamic information of the application packet size and remaining application packet delay budget, enhancements to BSR can be made to decrease the padding and prioritize delay critical traffic. This enhancement is further discussed in our companion contribution [4].

2.2.3	Application packet periodicity
Enhancement to CDRX, Dynamic scheduling and Configured scheduling can all benefit from knowledge of application packet periodicity associated with the different traffic flows e.g., video, pose, audio. For example, enhanced features may use the knowledge of traffic flow periodicity to align CDRX on-activity, Dynamic Grant, SPS and Configured Grant occasions with incoming XR traffic arrival, however we note in [4] that SPS/CG is more suitable for smaller XR traffic flows such as pose packets. Furthermore, in the case the application changes its resolution or frame rate, for example, due to rate adaption, such changes may impact the periodicity of the traffic. In this case, updating the advertised traffic periodicity is required by the application. Without knowledge of expected periodicity signalled from the application such information would have to be sensed in RAN over significant amount time. A long sensing period could potentially impact the performance of enhanced features such as CDRX which is relying on the traffic arrival being predictable. 
From the discussion above we note that providing the static information of the application packet periodicity of each traffic flow present in the XR session may be used to enable enhancements for capacity and power savings. 
[bookmark: _Toc102152766]Static information of the application packet periodicity of each traffic flow may be used to align scheduling and power saving features such as CDRX, DG, SPS and CG.

2.2.4	Application packet jitter statistics
Jitter statistics e.g., distribution and jitter range, of the codec generating the video frames and the transport network is another example of application information of particular interest for scheduling enhancements. The traffic model in TR 38.838 [2], assumes a truncated gaussian distribution of the jitter for XR video traffic illustrated in Figure 1. 
[image: A picture containing shape
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Figure 1 Special handling for the entire jitter range (red zone).
The jitter range, highlighted by the red zone, indicates the potential arrival time of an application packet carrying a video frame within a video traffic period. When considering enhancements addressing video traffic, we note that the jitter may impact the predictability of the traffic flow. Existing features, for example, SPS, CG and DRX relies on the periodicity of the traffic flow. If we suppose any of these features were configured to align with the video traffic period without knowledge of the jitter, the traffic arrival may arrive too late for the CG/SPS scheduling occasion or CDRX onDuration resulting in additional delay impacting the end user QoE. If we on the other hand assume knowledge of the jitter range, enhancement to said features may take the jitter into consideration limiting its impact. As an example, enhanced CDRX may be configured to cover the entire jitter range, however we note, that a long jitter range, resulting in equally long CDRX on-activity, may be suboptimal for power saving. Hence instead of covering the entire jitter range with CDRX on-activity, the on-activity may be split up into multiple parts that together cover the significant parts of the jitter range. Such configuration could limit the on-activity to conserve power. This enhancement is further discussed in section 2.2.2 in [5].
[bookmark: _Toc102152768][bookmark: _Toc110952116]Static application information on the expected jitter of the video flow can be used to enable enhancements.

2.3	Summary of the discussion
Based on the discussion in this document, we have identified what XR information is useful to be provided to RAN such that RAN can use the information to improve the capacity and power consumption while meeting the requirements for XR traffic.
Therefore, we propose the following to be considered:
[bookmark: _Toc110952117]The following dynamic characteristics of XR traffic are needed to be provided to RAN
· [bookmark: _Toc110952118]application packet size information (application packet size, association of IP packets to application packets, number of IP packets in application packet)
· [bookmark: _Toc110952119]delay budget of the application packet for radio interface, per application flow or per application packet. (Dynamic & static)
· [bookmark: _Toc110952120]Application packet periodicity changes for each traffic flow
[bookmark: _Toc102152769][bookmark: _Toc110952121]The following static characteristics of XR traffic are needed to be provided to RAN:
· [bookmark: _Toc102152771][bookmark: _Toc110952122]application packet periodicity (generation rate) and periodicity changes for each application traffic flow 
· [bookmark: _Toc102152772][bookmark: _Toc110952123]application packet periodicity
· [bookmark: _Toc102152773][bookmark: _Toc110952124]application packet jitter information, e.g. range, per application flow
· [bookmark: _Toc102152774][bookmark: _Toc110952125]delay budget of the application packet for radio interface, per application flow or per application packet. (Dynamic & static)


[bookmark: _Ref110443803]3 Discussion of SA2 LS on UE Power Saving for XR and Media Services

In the LS in [6], SA2 asked RAN1, RAN2 which type of information is useful for the RAN for power saving enhancements for XR applications, with the following action:
“ACTION: 	SA2 kindly asks RAN1, RAN2 to take the above information into account and clarify which type of information should be provided to the RAN for power saving enhancements for XR applications.”
RAN1 has replied to this action in [7].
In this section we respond to the action above from the RAN2 perspective.
In general, to optimize power consumption one should minimize wake-up time to occasions when it is necessary to transmit data. Thus, it is extremely important to know as much as possible about the traffic. As one can see from the agreed characteristics of XR traffic in Rel-17 XR SI [2], XR traffic is multi-flow, periodic and a video flow has a big jitter range compared to slots in the radio interface. At the same time, for every specific case there can be different values of periodicity, jitter and different combinations of flows can be present. Thus, the most important types of information about these XR traffic characteristics that is useful for the RAN for power saving configurations and enhancements are:
· periodicity and changes to periodicity for each application traffic flow, e.g. periodicity of application packet (i.e. application packet generation rate) and changes to periodicity for each application traffic flow, e.g. video, audio, pose;

· information about application packet jitter, e.g. jitter range defined by minimum/maximum around the mean periodicity, for each application traffic flow. This is the jitter in application packet arrival time at RAN, which includes varying time effects at the application (varying frame encoding delay), as well as network transfer time [2].

· delay budget of the application packet for radio interface (i.e. “time budget for a packet to be transmitted over the air from a gNB to a UE” [2]), per application flow;

· application packet sequence number (SN) for each constituent PDU of an application packet. This enables identification of the PDUs that belong to the same/different application packets.

· application packet size (in e.g. bytes or bits).

These information types can be used by RAN1/RAN2 to enable power saving mechanisms in different ways. The traffic flow periodicity can be used to match the C-DRX cycle length to it and thus limit the delay. If the traffic periodicity is not already a supported DRX cycle length, as for e.g., video traffic with non-integer periodicities, a useful C-DRX enhancement based on it is to match the cycles with these traffic periodicities [2]. Furthermore, having knowledge about all periodicities of all traffic flows allows for better configurations of existing DRX features (e.g. DRX cycle length as minimum/mean periodicity over all flows), or enhancing DRX features. 
The jitter range information can be used by the RAN to e.g., configure a suitable drx-onDurationTimer value and offset of the DRX cycle, so that the traffic delay is limited. Note that information about the periodicity alone is not sufficient to predict the application packet arrival time, for traffic flows that suffer from jitter. For instance, video traffic is assumed to have random jitter spanning a rather long duration of 8 ms. Furthermore, information about the jitter range can be used for different PDCCH and CDRX enhancements, where the jitter range is covered by monitoring periods, while time in between two video frames can be skipped for monitoring since video traffic is not expected there.
In addition to the periodicity and the jitter information, the periodicity start time per flow would also be needed to determine the subframe and slot offset of the DRX cycle. For traffic flows that don’t suffer from jitter, e.g. audio, this periodicity start time is simply the arrival time of the first application packet at RAN. However, for traffic flows that suffer from jitter, e.g. video, an absolute periodicity start time (e.g. start/middle/end of the jitter range) cannot be determined by RAN from a single application packet arrival, since this includes unknown random jitter. In this case, the RAN could learn this by observing the arrival of several application packets during a learning phase, after which DRX could be properly configured. We note that obtaining such a periodicity start time from the application is difficult in practice, due to the following reasons: (i) the application server is likely using a different clock than that of the 3GPP system; (ii) it cannot be assumed in general that the 3GPP system can access the application clock to compensate for the clock drift; and (iii) the application cannot accurately estimate how long it takes for a packet to travel from the application server to the RAN.   
The delay budget of the application packet, for the radio interface per flow, can be used to select suitable DRX periodicities that enable fulfilling the delay requirements for a given flow. Furthermore, knowing this information for all XR traffic flows can be used to simplify the selection of DRX parameter values, e.g. configure and align DRX solely according to the most constrained traffic flow, if the requirements of other flows are anyway a lot more relaxed and thus met. 
The application packet SN in each constituent PDU and the application packet size (received by the RAN at the beginning of the application packet) can be used by the RAN to determine the end, i.e. last constituent PDU, of an application packet. Based on this information, the RAN can, for example, decide that all the traffic expected in a given DRX cycle has been transmitted to the UE and a subsequent DRX command MAC CE can be sent to interrupt the current DRX active time and allow the UE to sleep until the next DRX cycle.
We note that the above information types could be useful also for configuring PDCCH monitoring adaptation features like SSSG switching and PDCCH skipping. For instance, SSSG switching could be triggered based on the expected traffic arrival time, which can, in turn, be predicted based on the periodicity information. Furthermore, PDCCH skipping could be triggered at the end of an application packet, similarly to a DRX command MAC CE.
Finally, information like the application packet SN and size is highly relevant also to other purposes like scheduling decisions. There may be also other information not included in our list above, e.g. number of PDUs in an application packet [7], that is useful for scheduling decisions; however, it is not straightforward to establish a clear connection with power saving features. 
Based on the discussion in this section, we propose the following reply from RAN2:
From RAN perspective, to optimize power consumption a UE should minimize wake-up time to occasions when it is necessary to transmit data to reach packet delay budget for delay-critical traffic. This requires gNB to know traffic characteristics to be able to assist UE and provide an optimal configuration.
The following characteristics of traffic can be helpful to RAN for achieving this:
· application packet periodicity (generation rate) and periodicity changes for each application traffic flow
· application packet jitter information, e.g. range, per application flow
· delay budget of the application packet for radio interface, per application flow
· application packet SN in each constituent PDU
· application packet size.

[bookmark: _Toc110853116][bookmark: _Toc110952126]We propose to send an LS reply to SA2 formulated as in this section. 


[bookmark: _Toc70424553][bookmark: _Ref189046994]4 Conclusion
In the previous sections we made the following observations: 
Observation 1	An application packet is used to identify a unit of application information, e.g., a video frame in RAN.
Observation 2	For XR services, it is inefficient for RAN to treat IP packets independently; rather RAN should treat packets on application packet basis.
Observation 3	Applications may implement different features to adapt the QoE such as, for example, increasing/decreasing the fps or bit rate, which may impact the periodicity and delay requirement of video frames.
Observation 4	gNB benefits from information about every application packet as well as updated information in response to significant events triggered by the application.
Observation 5	Two types of application information can be used in RAN, static and dynamic information.
Observation 6	Dynamic information is needed per application packet, while static information is needed once or infrequently.
Observation 7	UPF should convey dynamic Application packet information.
Observation 8	Fluctuations in traffic requirements and characteristics may be triggered by the application. Hence, application PDB and traffic flow periodicity may be considered as static or dynamic information depending on application implementation.
Observation 9	Application packet size information is beneficial for the scheduler and by doing better prioritization, the network could increase capacity by 10%
Observation 10	Application packet delay budget information is beneficial for the scheduler and by doing proper prioritization, the network could increase capacity by 10%
Observation 11	Application packet delay budget information is beneficial for the scheduler and by dropping application packets not meeting the requirements, 10% more capacity can be obtained
Observation 12	Static information of the application packet periodicity of each traffic flow may be used to align scheduling and power saving features such as CDRX, DG, SPS and CG.
Observation 13	Static application information on the expected jitter of the video flow can be used to enable enhancements.

Based on the discussion in the previous sections we propose the following:
Proposal 1	The following dynamic characteristics of XR traffic are needed to be provided to RAN
	application packet size information (application packet size, association of IP packets to application packets, number of IP packets in application packet)
	delay budget of the application packet for radio interface, per application flow or per application packet. (Dynamic & static)
	Application packet periodicity changes for each traffic flow
Proposal 2	The following static characteristics of XR traffic are needed to be provided to RAN:
	application packet periodicity (generation rate) and periodicity changes for each application traffic flow
	application packet periodicity
	application packet jitter information, e.g. range, per application flow
	delay budget of the application packet for radio interface, per application flow or per application packet. (Dynamic & static)
Proposal 3	We propose to send an LS reply to SA2 formulated as in this section.
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