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1	Introduction
Objectives for Rel-18 Mobile IAB as below will be discussed.
	· Define Procedures for migration/topology adaptation to enable IAB-node mobility, including inter-donor migration of the entire mobile IAB-node (full migration) [RAN3, RAN2]. 
· Mitigation of interference due to IAB-node mobility, including the avoidance of potential reference and control signal collisions (e.g. PCI, RACH). [RAN3, RAN2]. 



[bookmark: _Ref178064866]2	Discussion
2.1	Migration aspects
The main task for the Rel-18 IAB WI is to specify the procedure for enabling IAB-node mobility. The Rel-17 specifications support partial migration of IAB-nodes, where the IAB-MT of an IAB-node is handed over between two donor CUs, while the F1 traffic traversing/terminated at the co-located IAB-DU is redirected to traverse the donor DU serving the IAB-MT after the IAB-MT handover (HO). The termination points of the F1 traffic traversing/terminated at the co-located IAB-DU remain unchanged.
During Rel-17 IAB, full inter-donor migration of an IAB-node was discussed, but not specified. During RAN Plenary discussions, several companies expressed the intention to propose full migration as the baseline for mIAB mobility support. 
One prominent use case for mIAB is an urban scenario where mIAB-nodes are mounted onboard vehicles. Cells in urban scenarios are typically small, where mobility implies frequent HOs (of the mIAB-MT). Always applying the full migration in the form that was discussed in Rel-17 means that both the mIAB-MT and mIAB-DU HOs would have to be executed both together and therefore frequently. This would imply complex reconfigurations, with a significant impact on the connected UEs, due to the change of the serving donor CU and, likely, the CGI. 

[bookmark: _Toc111021042]Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs, would imply frequent and complex reconfigurations with a significant impact on the connected UEs due to the change of the serving donor CU. 
Besides the inherent complexity and processing load, an additional risk of joint HO of mIAB-MT and mIAB-DU is that the mIAB may stay under one donor for just a little while causing a subsequent HO of the mIAB-MT before the completion of the mIAB-DU HO. This is a likely scenario in a small cell environment, typical for urban scenarios. If this happens, two alternatives are possible. Either the mIAB-MT HO is delayed until completion of the mIAB-DU HO, with the risk of increased mIAB-MT HO failure due to slow HO execution, or this (subsequent) mIAB-MT HO is executed before the mIAB-DU HO is completed, increasing the risk of errors due to unsynchronized state of mIAB-DU’s F1 connection, neither of which is good. 

[bookmark: _Toc111021043]Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs may lead to slowing down of mIAB-MT handover (and a possible failure), or to an unsynchronized state of mIAB-DU’s F1 connection.
Finally, joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency). 

[bookmark: _Toc111021044]A joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency). 
Due to the above, we think that a solution that support the decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate the mentioned issues. Here, the decoupling means that it should be possible to execute mIAB-MT and mIAB-DU HOs independently of each other, meaning that, at any time, the mIAB-MT could be served by a donor CU different than the donor CU serving the mIAB-DU. 
[bookmark: _Toc111021045]Decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate connectivity interruptions and handover failure. 
[bookmark: _Toc111021046]It could be advantageous to offer the hosting of a mobile IAB-DU to a dedicated CU that would always anchor/terminate the F1 connection.
However, since such a discussion rather falls into the domain of RAN3, in order for RAN2 to make progresses we should first wait for RAN3 to agree on architecture/migration features before we discuss further migration procedures in RAN2. Thus, we propose:
[bookmark: _Toc111021153]RAN2 to wait for RAN3 to progress on architecture/migration updates.

2.2	Interference aspects
As mobile IAB node traverses through different paths crossing static cells, there may be possible collisions with respect to e.g., RACH preambles and even with the PCIs. One way to solve the collision, when it happens, would be for the operators to reserve resources (e.g., RACH preamble or PCI IDs) just for mobile IAB nodes. Especially when it comes to PCI, it is difficult to change it dynamically as it would impact the mobility and cell reselection procedures of the UE served by the cell. Hence, one possible solution could be to have reserved PCIs for mobile IAB nodes, where such reserved PCIs can by conventional network nodes.
[bookmark: _Toc111021047]If there are collision events due to the mobility of the IAB node, one possible solution to solve such collisions would be for the operators to reserve resources (e.g., RACH preamble, root sequence or PCI IDs) just for mobile IAB nodes.
Focusing on the PCI allocation for a mobile IAB, it may be difficult to realize in a timely way that a PCI has changed, and this would have an impact on both the RRC procedures of RRC_IDLE and RRC_CONNECTED mode UEs. In fact, if it is decided to change dynamically a PCI every time that there is conflict, all the UEs would need to re-synchronize and the existing connection would also be released, thus causing a connectivity interruption for the served UEs. 
A further existing approach that can be used to avoiding PCI collision is the partitioning of PCI space (i.e., there are 1008 possible PCI IDs in case of NR), where a dedicated range of PCI values would be allocated exclusively to mobile IAB nodes. This approach could be facilitated by the fact that the trajectory of the mobile IAB may be known in advance. 
On top of this, one should also realize that the mobile IAB may move at certain speed and hence the duration on which there is a PCI collision with a neighbour cell (i.e., either another mobile IAB or a conventional network node) can be also very short. 
In conclusion, what this want to highlight is that there are already approached defined (e.g., in RAN3) to handle the PCI collision and those approaches should be already re-used for the case of the mobile IAB nodes. Hence, these solutions should be considered the baseline. 
[bookmark: _Toc111021154]Existing PCI collision avoidance mechanisms shall be considered as baseline for mobile IAB.
When it comes to RACH collision, instead, a similar discussion as the PCI collision can be considered. Here of course the difference is that, for the case of RACH, what may collide between a mobile IAB node and another network node is e.g., the RACH root sequence assigned to each node. Nevertheless, as for the case of the PCI IDs, where are already existing mechanisms where different RACH root sequences may be assigned to different network node and here, we would need to rely on the operators to guarantee that no collision would happen in this case. However, even if a collision would happen, the RACH root sequence on a mobile IAB (or another network node) can anyway be reconfigured.
What is important to highlight in this case is that updating RACH information on a mobile IAB (or another network node) does not have an impact on UEs in RRC_CONNECTED and thus is does not cause any connectivity interruption for them. Here the only impact would be for UEs in RRC_IDLE and RRC_INACTIVE since they would need to read again the system information but anyway one can say that the impact in anyway limited as these UEs do not have an active connection with the mobile IAB. Thus, we propose:
[bookmark: _Toc111021155]Existing RACH collision avoidance mechanism shall be considered as baseline for mobile IAB.
Nevertheless, it would be good for RAN2 to really understand if the interference is really an issue for the case of mobile IAB and whether additional solutions on top of the existing one would be need. According to this, it would be beneficial if RAN2 asks RAN1 on whether they see potential interference problem for the mobile IAB scenarios and what these problems are (if any). Thus, we propose:
[bookmark: _Toc111021055][bookmark: _Toc111021156][bookmark: _Toc111021056][bookmark: _Toc111021057]RAN2 to send an LS to RAN1 to ask whether potential interference issues are envisioned for the case of a mobile IAB scenario.
3	Conclusion
In the previous sections we made the following observations: 
Observation 1	Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs, would imply frequent and complex reconfigurations with a significant impact on the connected UEs due to the change of the serving donor CU.
Observation 2	Mandating that the mIAB-DU and the served UEs are handed over every time the mIAB-MT is handed over between donor CUs may lead to slowing down of mIAB-MT handover (and a possible failure), or to an unsynchronized state of mIAB-DU’s F1 connection.
Observation 3	A joint mIAB-MT and mIAB-DU HO may fail in case the mIAB-MT is successfully handed over, but it turns out that the target donor CU cannot accept the mIAB-DU (e.g., for reasons of traffic load or service latency).
Observation 4	Decoupling the HOs of an mIAB-DU from the HOs of the co-located mIAB-MT would bring huge benefits to mitigate connectivity interruptions and handover failure.
Observation 5	It could be advantageous to offer the hosting of a mobile IAB-DU to a dedicated CU that would always anchor/terminate the F1 connection.
Observation 6	If there are collision events due to the mobility of the IAB node, one possible solution to solve such collisions would be for the operators to reserve resources (e.g., RACH preamble, root sequence or PCI IDs) just for mobile IAB nodes.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to wait for RAN3 to progress on architecture/migration updates.
Proposal 2	Existing PCI collision avoidance mechanisms shall be considered as baseline for mobile IAB.
Proposal 3	Existing RACH collision avoidance mechanism shall be considered as baseline for mobile IAB.
Proposal 4	RAN2 to send an LS to RAN1 to ask whether potential interference issues are envisioned for the case of a mobile IAB scenario.
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