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1. Introduction
[bookmark: _Hlk54163088]In [1], a new Study Item, which is based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166), was agreed. Following three main areas of study, are in the scope of this new Study Item. 
· Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.
· Objectives on XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.
· Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements.
· Dynamic scheduling/grant enhancements. 
In this contribution we discuss the third objective on XR-specific capacity improvement. 
2. [bookmark: Proposal_Beacon]Discussion

In TR 38.838, a model for XR traffic was agreed for evaluating capacity and power saving aspects in a 5G NR system. The model considers the multi-flow nature of XR traffic, which includes for example video, audio and pose flows, in DL and/or UL directions. The flows described in the TR have different periodicity and packet delay budget (PDB) constraints. 
SA2 has introduced the terminology of a PDU set. A PDU set is a set of packets (e.g. IP packets) that have dependency to each other and are important to the application for correct behaviour of the application (e.g. packets of a video frame that are required to decode the video). Such PDU set must have some common QoS treatment within the 3GPP network. This is particularly needed considering that individual IP packets within an XR PDU set (e.g., a video frame) are dependent on each other and must be all received within the expected PDB to be of any use by the end user application. The implication of PDU set concept is that IP packets should no longer be treated independently in the RAN. The concept of a PDU-Set enables enhancements to efficient resource management in 5GS, e.g. in NG-RAN. One such example enables cell capacity increase. In this example NG-RAN may take a decision to not deliver any PDU of a given PDU-Set when NG-RAN can assess that not all PDUs constituting that PDU set are feasible to be delivered within a required time.

LCP enhancements considering latency
The current LCP procedure is ordering the LCHs which are entitled to multiplex data onto UL resources allocated by an UL resource allocation (grant) according to their logical channel priority. The set of LCHs which is allowed to map data to an UL resource is determined by the configured LCH restrictions, i.e. only those LCHs which are satisfying all the configured LCH restrictions are considered for the subsequent LCP/multiplexing procedure. UL resources are allocated to the LCHs in a strict priority order starting with the highest priority LCH. 
Many of the XR and CG use cases are characterised by quasi-periodic traffic (with possible jitter) with high data rate in DL (i.e., video steam) combined with the frequent UL (i.e., pose/control update) and/or UL video stream. Both DL and UL traffic are also characterized by relatively strict packet delay budget (PDB). In order to support a sufficiently high capacity, i.e. number of served UEs which fulfil the service requirements, it is important to ensure that packets are received within the projected delay budget, e.g. PDU set delay budget (PSDB). Since application layer doesn’t benefit from packets which are received beyond its PSDB, e.g. packets are dropped, it’s of vital importance that data packets are successfully received within the associated delay boundaries. The current specified LCP procedure is not optimized for the XR traffic with its strict delay requirements and high data rate demands. 

We think that the LCP procedure should also take into account the remaining delay budget (RDB) of the data pending for transmission in order to determine the priority order in which LCH data are multiplexed on the UL resources. Data with the most stringent remaining delay budget, e.g. lowest remaining RDB, should be prioritized and multiplexed first on allocated PUSCH resources. The main benefit when considering also the delay budget of the data is that the LCP procedure is not static like in the legacy when only using the logical channel priority as a parameter for determining the priority order, but the priority of the data is rather changing depending on the time data of a LCH is pending in the UE for transmission. Essentially the mechanism adapts the multiplexing priority depending on the remaining delay budget, i.e. the multiplexing priority inherently reflects the urgency of the data. 

Proposal 1: RAN2 should discuss enhancements to the LCP procedure in order to address the delay requirements of an XR bearer like PSDB, e.g. considering also the remaining delay budget when determining the priority order. 
Dynamic scheduling/grant enhancements
If the scheduler, and/or the UE is aware of some of XR application layer information (e.g., (a) which packets belong to an PDU set, (b) importance information of a PDU set (c) dependency information between different PDU sets (d) delay budget of a PDU set), such information can be exploited to optimize resource allocation as will be discussed in the following.
Delay Awareness
The gNB can take knowledge of PDU set delay into account in scheduling transmissions, e.g., by giving priority to transmissions close to their delay budget limit, and by not scheduling (e.g., UL) transmissions exceeding a PDU set delay budget. The UE can also take advantage of such knowledge to save UE’s power by determining if an UL transmission (e.g., PUCCH in response to PDSCH, UL pose, or PUSCH) corresponding to a transmission that exceeds its delay budget can be dropped. Additionally, UE does not need to wait for re-transmission of a PDSCH that will never occur (e.g., DRX retransmission timers can be stopped). For DL transmissions it is assumed that gNB is aware of the Remaining delay budget of the data pending for transmission, e.g., based on information provided by the SMF, and takes such knowledge into account in scheduling decisions. 

For UL resource allocation, it would be necessary that UE provides some assistance information regarding the remaining delay budget of the data pending in its buffer to the gNB. For example, information of a remaining valid duration for retransmission of a TB, a request of no further retransmission of a TB can be transmitted along with HARQ-ACK feedback or other uplink control information (UCI). We think that UE should also provide information on the delay budget of the data for which UL resources are requested when sending a buffer status report. Similarly, gNB would benefit from a notification by UE about UL data - which were reported in a BSR previously - for which the delay budget is exceeded. gNB can take such knowledge into account for an efficient resource allocation. 

Observation 1. Providing the buffer delay information of a PDU set is beneficial for gNB to determine the remaining delay budget and dynamically adjust the scheduling priority based on the delay information. 

Proposal 2: RAN2 should discuss enhancements to indicate information on the buffer delay information for a packet/PDU set:
· gNB indicating such delay budget to UE for DL PDU set.
· UE indicating information on the remaining delay budget of UL data to gNB, e.g. within the BSR. UE notifying gNB when the delay budget is exceeded for data which has been previously reported in a BSR.  
PDU set buffer size Awareness
[bookmark: _Hlk109904009]As mentioned above, IP packets belonging to the same PDU set are correlated to each other, and the end-user performance depends on if all these IP packets belonging to a single PDU set are successfully delivered. Providing the amount of data of the PDU set is beneficial for gNB to schedule the suitable UL grant size to schedule them as a whole. However, the legacy BSR procedure does not well support the PDU set level buffer size reporting.
· Current BSR format indicates all the available data volume with LCHs in an LCG. If there’s more than one PDU set available for transmission for an LCH, NW cannot identify the buffer size for each PDU set in the BSR and  also cannot know the amount of data corresponding to the remaining delay budget information. Further, the BS index in the current 8-bit buffer size table would cause quantization errors between the actual buffer size and reported buffer size. Depending on the UL AR traffic model having data rate with 10Mbps and Frame rate with 60 FPS in TR 38.838, the quantization error may be more than several thousand bytes. RAN2 can discuss how to enhance the PDU set buffer size report format.
· There are 4 type of current BSR trigger event: 1) UL data with an LCH in an LCG with higher priority becomes available or UL data with an LCH in an LCG becomes available again after no UL data in an LCG is available; 2) number of padding bits is larger enough to include an BSR; 3) retxBSR-Timer expires and data is available in an LCG ; 4) periodicBSR-Timer expires. The event 1), 2) and 3) is not designed for the period arrival data. Due to the UL arrival jitter caused by variable coding delay depending on the variable packet size, it is difficult to set a suitable value of periodicBSR-Timer to adapt the periodical arrival with jitter. RAN2 can discuss whether the legacy BSR trigger events support the PDU set level buffer status report, if not, how to enhance the BSR trigger for a PDU set buffer size report.
Observation 2. Provide the buffer size of PDU set is beneficial for gNB to schedule the suitable UL grant size to schedule the complete PDU set. 
Proposal 3: RAN2 discuss whether the legacy BSR trigger and BSR format can support PDU set buffer size report.
Discarding packets of a PDU set
As already mentioned before, packets of a PDU set for which the PSDB is exceeded are of no use for the receiver, hence shouldn’t be transmitted. Similarly, Packets within a frame have dependency with each other since the application needs all of these packets for decoding the frame. Hence one packet loss will make other correlative packets useless even they are successfully transmitted. In some implementation, packets between frames e.g., in a GOP have dependency since the application needs to decode one frame based on another frame. XR applications impose requirements in terms of Media Units (Application Data Units), rather than in terms of single packets/PDUs. Assuming RAN/scheduler is aware of such packet dependencies, the already or to be scheduled packets that their reception might not be useful can be discarded leading to power saving and capacity improvements. 
Discard PDUs of a PDU set based on discard timer

NR PDCP protocol layer supports the timer-based discard functionality, i.e. by means of a PDCP discard timer. The PDCP discard timer is maintained per PDCP SDU, e.g. discard timer is started at reception of a PDCP SDU from upper layers. RAN2 should discuss how to enforce a packet delay budget on PDU set level, e.g., PDCP SDUs belonging to the same PDU set should be treated the same in terms of latency requirements. UE may for example consider the PDCP discard timers of the PDCP SDUs associated with an PDU set as expired for cases when the PDCP discard timer of an PDCP SDU – first PDCP SDU of the PDU set – expires.   
However, discarding a packet at the transmitter side – e.g., due to exceeding the corresponding PSDB - may depending on what stage the discarding is done require informing the corresponding receiving entity about the discarded packets, e.g. discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the transmitted PDCP. The receiving entity may update its receiving window respectively corresponding timers in RLC/PDCP and for example not request RLC retransmissions (when applying RLC AM) based on the provided information on discarded packets. 
Discard PDU set correlated to a PDU set for which transmission failed

There are 2 cases for PDU set transmission failures. Case 1. A PDU set transmission may fail finally after several HARQ retransmission. Case 2. a PDU set may not be transmitted due to the discard timer expiry at UE side. If the subsequent PDU set is correlated to the PDU set for which PSDB was exceeded, it should be discarded in view of the transmission resource efficiency. However, in the case 1, if the DRB is configured with RLC UM mode, the transmission side at UE is not aware of the transmission failure. In the case 2, the AS layer should be aware of the correlation relationship between the PDU sets for the early PDU set discarding. RAN2 can discuss how to support the correlation PDU set discarding in both cases at least in uplink PDU set as capacity enhancement, e.g., the corelation awareness between PDU sets at UE AS layer, how to acknowledge the failure transmission of a PDU set and how to determine PDU set fails transmission.

Proposal 4: RAN2 to discuss the detailed behaviour when discarding packets of a PDU set which are of no use anymore, e.g. due to exceeded PSDB or other lost packets. Enhancements may include:
· UE discards UL SDU within a PDU set based on discard timer.
· informing receiving entity about discarded packets at the transmitter side, which may impact PDCP/RLC window.
· UE discard UL PDU sets correlated to a PDU set for which transmission failed.

Layer2 enhancements considering importance of PDU set

Based on the description in TR 26.926, the IP packets for the XR traffic have importance parameter, which is assigned relative importance information (higher number means higher importance). Generally, I-frame is higher importance than P-frame, it’d better have different LCP handling at UE and scheduling handling at NW based on the importance level. Currently, the I-frame and P-frames are in same QoS flow, whether mapping to different QoS flow is under discussion in SA2. Some candidates are listed as bellow:
· Option 1, if SA2 agreed the stream of I-frame and the stream of P-frame are mapped to different QoS flow, each is assigned with different priority and further mapped to different DRB, no RAN2 impact is foreseen. 
· Option 2, if both I-frame and P-frame are mapped to the same QoS flow, to support the different QoS handling based on the importance, RAN2 should discuss how to avoid the XR traffic with different importance level mapped to the same DRB in SDAP layer. 
· Option 3, if both are mapped to same DRB, the MAC entity needs to be aware of the importance information per SDU of a LCH in order to be able to allocated uplink resources considering the priority/importance of the data. In order to enable an efficient uplink scheduling RAN2 should discuss how to reflect the importance parameter e.g. in the BSR procedure.

Proposal 5: RAN2 should discuss Layer 2 enhancements including e.g., BSR, LCP for different QoS handling to consider the importance of PDU set in case of I-frame and P-frame are mapped to the same QoS flow and same DRB and discuss SDAP routing function enhancements for mapping I-frame and P-frame to the different DRB. 
PHR
If gNB receives upfront some power headroom information from the UE, the NW can provide efficient UL scheduling and consequently shorten the transmission time of the UE, which will ultimately also lead to increased system capacity. To ensure a timely PHR, an UL DCI can trigger a PHR, e.g., when a first TB of an PDU set is scheduled.

Proposal 6: Study techniques providing timely PHR, e.g., UL DCI triggering a PHR.

To better match the PHR timers with the XR traffic arrival times, and hence provide a more accurate PHR, new timer values can be proposed for instance, derived based on the XR traffic arrival periodicity or UL pose periodicity.

Proposal 7: Study if PHR should be further enhanced based on XR traffic arrival periodicity or UL pose periodicity.
SPS and CG enhancements
Considering XR traffic jitter and XR packet variable size, dynamic scheduling seems to be a good tool to be used to serve the XR traffic. Nonetheless, SPS/CG can be used to exploit quasi-periodic nature of video frame arrivals without the need for DCI and/or SR signalling. SPS/CG enhancements can help with addressing XR traffic jitter and variable size. For instance, within a SPS/CG period, multiple SPS/CG occasions/configurations having the same periodicity with SPS resources of different size and starting time can be used along with blind decoding to adapt to variable packet size and arrival time. If UE transmits data on one CG, the remaining SPS/CG resources are not used for data transmission and should be reassigned in order to avoid the resource wastage. How to avoid the resource wastage can be discussed in RAN2.
Further, in XR applications such as immersive online gaming and a smart helmet, latency-sensitive set of data collected from multiple cooperating sensors/devices (e.g. motion sensors, cameras, and audio devices) of a UE may need to be uploaded to an XR server within a certain time window for real-time rendering and/or virtual control of machines or other objects. Similarly, multiple packets of different QoS requirements for the multiple cooperating devices of the UE may need to be downloaded from an application server in a quasi-synchronous manner. Thus, SPS/CG enhancement such as joint activation of multiple SPS/CG configurations (potentially with different periodicities) for an indicated duration can address handling of multiple traffics of different QoS requirements in a quasi-synchronous manner with reduced DL and UL control singling overhead. And other semi-static multiple slot allocation for CG type 2 or type 1 may be also considered for overhead reduction like the repetition configuration. 

Proposal 8: Study SPS/CG enhancements to address XR traffic variable packet size and arrival time and quasi-synchronous communication of multiple flows. Enhancements may include:
· Enabling, within a SPS/CG period, multiple SPS/CG occasions/configurations having the same periodicity with SPS resources of different size and starting time
· Joint activation of multiple SPS/CG configurations for an indicated duration to handle multiple traffics of different QoS requirements in a quasi-synchronous manner with reduced control signalling overhead
· Reduce/avoid resource wastage in case multiple CG/SPS occasion are allocated within CG/SPS period in order to address jitter and variable packet sizes.

3. Conclusion
In this contribution, we discuss XR-specific capacity improvements. We have the following proposals:
Proposal 1: RAN2 should discuss enhancements to the LCP procedure in order to address the delay requirements of an XR bearer like PSDB, e.g. considering also the remaining delay budget when determining the priority order. 

Observation 1. Providing the buffer delay information of a PDU set is beneficial for gNB to determine the remaining delay budget and dynamically adjust the scheduling priority based on the delay information. 

Proposal 2: RAN2 should discuss enhancements to indicate information on the buffer delay information for a packet/PDU set:
· gNB indicating such delay budget to UE for DL PDU set.
· UE indicating information on the remaining delay budget of UL data to gNB, e.g. within the BSR. UE notifying gNB when the delay budget is exceeded for data which has been previously reported in a BSR

Observation 2. Provide the buffer size of PDU set is beneficial for gNB to schedule the suitable UL grant size to schedule the complete PDU set. 

Proposal 3: RAN2 discuss whether the legacy BSR trigger and BSR format can support PDU set buffer size report.

Proposal 4: RAN2 to discuss the detailed behaviour when discarding packets of a PDU set which are of no use anymore, e.g. due to exceeded PSDB or other lost packets. Enhancements may include:
· UE discards UL SDU within a PDU set based on discard timer.
· informing receiving entity about discarded packets at the transmitter side, which may impact PDCP/RLC window.
· UE discard UL PDU sets correlated to a PDU set for which transmission failed.

Proposal 5: RAN2 should discuss Layer 2 enhancements including e.g., BSR, LCP for different QoS handling to consider the importance of PDU set in case of I-frame and P-frame are mapped to the same QoS flow and same DRB and discuss SDAP routing function enhancements for mapping I-frame and P-frame to the different DRB

Proposal 6: Study techniques providing timely PHR, e.g., UL DCI triggering a PHR.

Proposal 7: Study if PHR should be further enhanced based on XR traffic arrival periodicity or UL pose periodicity.

Proposal 8: Study SPS/CG enhancements to address XR traffic variable packet size and arrival time and quasi-synchronous communication of multiple flows. Enhancements may include:
· Enabling, within a SPS/CG period, multiple SPS/CG occasions/configurations having the same periodicity with SPS resources of different size and starting time
· Joint activation of multiple SPS/CG configurations for an indicated duration to handle multiple traffics of different QoS requirements in a quasi-synchronous manner with reduced control signalling overhead
· Reduce/avoid resource wastage in case multiple CG/SPS occasion are allocated within CG/SPS period in order to address jitter and variable packet sizes.

References 
RAN2#115-e chairman note.
RAN2#116-e chairman note.
1

