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Introduction

In XR SID [1], the objective of XR specific power saving is as follows:

	Objectives on XR-specific Power Saving (RAN1, RAN2):

Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:

C-DRX enhancement.

PDCCH monitoring enhancement.


In SA2#150e meeting, an LS on UE Power Saving for XR and Media Services was sent to RAN1 and RAN2 in [2]. SA2 asks which type of information will be useful for the RAN for power saving enhancements for XR applications. RAN1 had some initial discussion and assessment in RAN1#109e meeting, and a reply LS was sent from RAN1 with the below information [3]:
	In context of SA2 LS, RAN1 discussed what type of information from the core network to RAN could be helpful for the enhancement of XR-specific UE power management, if feasible, and identified following possible candidates for each XR application flow:

PDU set periodicity and start time of the first PDU of a PDU set: this can be helpful for e.g., configuring the periodicity and start time of CDRX or PDCCH monitoring to match with traffic period.

PDU set end indication or indication of the last PDU in a PDU set: this can be helpful for gNB, e.g., to indicate the UE to dynamically skip PDCCH monitoring once the last PDU of the PDU set is delivered.

PDU set level QoS parameters including priority and [air interface] delay budget of a PDU set: this can help the gNB to select suitable CDRX parameters (e.g., periodicities) that enable fulfilling the delay requirements for a given flow. It also helps with UE power saving, e.g., by reducing retransmission or by early dropping of a PDU that exceeds the delay deadline. Additionally, it can also be helpful for efficient radio resource management by gNB for capacity improvement.

PDU set size (number of bits) or number of PDUs in a PDU set: RAN1’s understanding is that in comparison to the statistical information, real-time or dynamic information provided to gNB, if possible, can help scheduler make more efficient scheduling decision to enable UE power saving. 

PDU set identity and relationship information among PDUs within the same PDU set: gNB can use this information for early PDU dropping as mentioned above.

Jitter information such as the range of the jitter (minimum and maximum value): Here jitter refers to packet arrival time variation at gNB for DL direction. gNB could use this information to configure parameters of UE power saving schemes, e.g., CDRX OnDuration and Active Time or PDCCH monitoring duration for handling of the jitter.


In this contribution, we will provide our views on the questions from SA2.

In addition, the issues related to power saving objective have been initially discussed in RAN1#109e meeting. Some potential solutions are identified and discussed with the below conclusions:
	Agreement

For power saving study of Rel-18 XR SI, CDRX enhancements to evaluate in this study item are to be selected from the following:

High priority Issue 1-1: Alignment between CDRX and XR traffic for resolving the mismatch between CDRX cycle and XR traffic periodicity for each flow

High priority Issue 1-2: C-DRX enhancements to handle jitter

Medium priority Issue 1-3: CDRX enhancements for multiple XR traffic flows [Note 2]
Low priority Issue 1-4: CDRX enhancements to adjust to variable burst sizes and frame rate

Note: Some companies think the adjustment for variable burst sizes can be realized by existing spec already

Low priority Issue 1-5: low latency handling 

Low priority Issue 1-6: SFN wraparound mismatch (if handled in RAN1)

FFS: how the solutions or the combination of the solutions can handle all the identified issues.

Note 1: Other considerations are not precluded

Note 2: It can also be adopted for addressing issue 1-1

Note 3: Companies are encouraged to clarify or provide more details of the proposed solutions, for addressing concerns from the group.

Additional details can be found in R1-2205411.


It is expected that RAN1 will evaluate the power saving gain for these solutions. In this contribution, we will discuss the C-DRX enhancement and jitter handling issues from the RAN2 point of view.
Discussion

Information Needed for RAN Power Saving 

In the LS from SA2 [2], RAN2 was asked about which type of information will be useful for the RAN for power saving enhancements for XR applications.

	Which information (e.g., XR/media traffic characteristics, traffic pattern and statistics), if any, is needed by the RAN from the CN and/or the UE to enhance power management (i.e., CDRX)? If needed, how such information is collected?


According to Rel-17 XR SI output [4], XR traffic in DL mainly consists of video traffic, with certain PDB and PER requirements to ensure the user experience. Regarding video traffic, the video frames are encoded by the codec with a given frame rate. The frame rates include 30 fps, 60 fps, 90 fps, 120 fps and so on. The data of one frame may be mapped to multiple PDU sets with each PDU set corresponding to one slice of a picture or mapped to one PDU set. Hence, these frame rates determine the periodicity of video traffic arrival, which would affect the configuration of C-DRX. In order to configure C-DRX cycle appropriately to match the XR DL video traffic, the PDU set periodicity is expected to be provided to RAN.

Secondly, the size of a DL video frame may vary from time to time. These various frame sizes would require non-uniform monitoring behavior to ensure data scheduling and transmission. However, due to the periodical PDCCH monitoring, the various frame size could lead to unnecessary PDCCH monitoring. Therefore, the boundary of a frame, or the indication of the last packet of a PDU set or a frame, is expected to be provided for early termination of PDCCH monitoring, e.g. ending the C-DRX onDuration when the indication of the last packet is received.

With this information, gNB could provide RAN configurations appropriately for C-DRX or PDCCH monitoring, which will beneficial for UE power saving. 
Proposal 1: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

PDU set information, including periodicity and frame boundary (e.g. indication of the last PDU in a PDU set or a frame).

Thirdly, we think the jitter may result in extra XR device power consumption, due to the mismatch of actual traffic arrival time and the PDCCH monitoring occasions. Considering the unpredictable situation (e.g. congestion) of the transport network between the XR server and RAN of the XR client side, the PDU sets, which are generated according to a known time pattern at the server side, may arrive at the serving gNB of the client side with some random delta value in the time domain when compared with its expected arrival time. If one PDU set arrives earlier than its expected arrival time while the UE still starts the PDCCH monitoring at the expected arrival time, the PDU set has to be buffered until the UE starts the PDCCH monitoring which may cause a high risk of PDB expiration. 
To handle this issue and avoid unnecessary PDCCH monitoring before the actual arrival time of the PDU set due to late PDU set arrival as much as possible, the PDCCH monitoring occasions, which may be configured via C-DRX, should cover the potential arrival time of the PDU set, considering the expected arrival time and the jitter. As mentioned above, the jitter value is random and unpredictable, the statistical characteristics of jitter can be collected, i.e. jitter range. It would be beneficial for the PDCCH monitoring adaptation, e.g. avoiding unnecessary PDCCH monitoring before the actual PDU set arrival as much as possible.

Proposal 2: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

Jitter information, including statistics characteristics of jitter or jitter range.

The QoS information of QoS flow (e.g. PDB and PSDB) is also considered helpful for RAN power saving. For PDU/PDU set whose PDB/PSDB is exceeded, the gNB can just discard the PDU/PDU set without performing transmission. The UE power saving is improved by skipping the monitoring for the initial transmission and the potential subsequent retransmissions. 
Proposal 3: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

QoS information, e.g. PDB and PSDB.

The dependency among PDUs within one PDU set is also considered helpful for RAN power saving. For PDU A, which can be decoded only if another associated PDU (e.g. PDU B) is received successfully, early dropping of PDU A can be performed by gNB when the PDU B is dropped, even the PDB/PSDB associated with PDU A allows more transmissions/retransmissions. The UE power saving could be improved by such early dropping of unnecessary transmissions/retransmission, which leads to early termination of PDCCH monitoring for PDU A. 

It is worth noticing that dependency also exists among PDU sets. For example, the decoding of the P frame(s) depends on the associated I frame. If CN decides to map the I frame and P frame into different PDU sets, then the PDU set level dependency also exists. In addition, if CN decides to map the I frame and P frame into different QoS flows due to different QoS requirements, the PDU set level dependency cross QoS flows also exists. 
In addition, the importance and priority of each PDU are obviously useful for gNB to perform scheduling, e.g. determine which PDU can be discarded when congestion occurs. With this information, UE power consumption could be saved.
Proposal 4: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

XR service characteristics, e.g. importance, priority, dependency, etc. The dependency includes dependency among PDUs within one PDU set, dependency among intra-QoS flow PDU sets, and dependency among inter-QoS flow PDU sets. 

A draft reply LS based on the above discussion is provided in Annex. 

Proposal 5: RAN2 to consider the draft reply LS in Annex to SA2.

Power saving enhancement
Justification 

In R17 XR SI, RAN1 has already done a deep survey on the XR traffic characteristics, which are listed as follows for review [4].
Non-integer periodicity (e.g., 33.33, 16.67, 11.11, 8.33ms)
Jitter (i.e., jitter range for each frame can be from -4ms to +4ms) as shown in Figure 1
Low latency (e.g., PDB=10ms for DL VR/AR video flow)
High reliability (e.g., 10e-3, 10e-4)
High data rate (e.g., 30Mbps, 45Mbps)
Variable packet size

Multiple flows
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Figure 1 Example of non-integer periodicity and jitter distribution

Among these characteristics, for power saving purposes, non-integer traffic periodicity, the stringent latency requirement and jitter will be the most critical three, which is the biggest difference compared to the other traffic models discussed in 3GPP. The non-integer traffic periodicity leads to a mismatch between C-DRX cycle and traffic periodicity due to non-integer periodicity and the jitter leads to unpredictable traffic burst arrival time. 

C-DRX enhancement

Non-integer periodicity for XR service.

Currently, the values for DRX cycle are all integers. For example:
Values for long DRX cycle: 10, 20, 32, 40ms etc

Values for short cycle values: 2, 3, 5, 6, 7, 8, 10, 14, 16, 20, 30, 32, 35ms etc

However, in the RAN1 #104e meeting, it was agreed that the FPS of DL video stream for a single UE can be 30, 60 (baseline), 90, and 120 FPS corresponding to 33.33, 16.67, 11.11, 8.33ms, respectively. It can be found that the current DRX cycle values cannot match with the non-integer XR traffic periodicity with time shift and this mismatch will either lead to unacceptable transmission delay as shown in Figure 2 and also unnecessary power consumption (caused by configuring with long DRX timers). Note that the purpose of aligning the DRX cycle with traffic periodicity is aimed at letting DRX onDuration cover the XR traffic burst arrival time. 

Observation 1: The current DRX cycle values don’t match with the non-integer XR traffic arrival interval. To overcome the unacceptable transmission delay caused by such a mismatch, long DRX onDuration has to be configured at the cost of more UE power consumption.
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Figure 2 Illustration of the mismatch issue caused by non-integer traffic periodicity

To align the DRX cycle with non-integer traffic periodicity, a straightforward way is to extend the candidate values of DRX cycles to include non-integer value(s). However, when non-integer DRX cycle(s) would be introduced, new issues may raise, e.g. due to different SCS configurations, resulting in more complexity for MAC implementation. The other way is to specify a new DRX configuration mechanism that can match the XR traffic periodicity and the occurrences of onDuration with the integer DRX cycle. Taking the typical 60FPS as an example, as illustrated in Figure 3: the lengths between continuous DRX cycles are variable, i.e. 16ms, 17ms, 17ms, 16ms, 17ms, 17ms…  With this configuration, the mismatch issue can be handled with an acceptable impact on C-DRX configuration. Details can be left for further study. 
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Figure 3 DRX configuration approach to solve the mismatch issue
Proposal 6: RAN2 to consider the following C-DRX enhancements on configuration to address non-integer periodicity for XR service: the length of DRX cycle applied may change according to pre-configured time pattern and is selected from several pre-configured integer DRX cycle lengths. 
UL slot handling

In addition to the non-integer cycle issue, the design of NR DRX, if compared with LTE, may increase UE power consumption due to the stringent latency requirement of XR service. For DRX configuration in LTE [5], the following DRX related timers are defined as below:

	drx-InactivityTimer: Except for NB-IoT UEs, BL UEs or UEs in enhanced coverage, it specifies the number of consecutive PDCCH-subframe(s) after the subframe in which a PDCCH indicates an initial UL, DL or SL user data transmission for this MAC entity. For NB-IoT UEs, it specifies the number of consecutive PDCCH-subframe(s) after the subframe in which the HARQ RTT timer or UL HARQ RTT timer expires. For BL UEs or UEs in enhanced coverage, it specifies the number of consecutive PDCCH-subframe(s) following the subframe containing the last repetition of the PDCCH reception that indicates an initial UL or DL user data transmission for this MAC entity.

drx-RetransmissionTimer: Specifies the maximum number of consecutive PDCCH-subframe(s) until a DL retransmission is received.

drx-ULRetransmissionTimer: Specifies the maximum number of consecutive PDCCH-subframe(s) until a grant for UL retransmission or the HARQ feedback is received.

onDurationTimer: Specifies the number of consecutive PDCCH-subframe(s) at the beginning of a DRX Cycle.


However, in NR, these DRX timers are defined by the duration with the unit of ms or slots in [6]. With the unit of ms or slot, the timers are controlled by absolute time duration, without considering TDD pattern configuration. There may be no issue for non-delay-sensitive traffic, where only a long DRX cycle is actually configured. But for XR service, which has requirements of stringent latency and high data rate, much short DRX timers need to be configured for seeking the balance between power saving and capacity. 

Taking drx-onDurationTimer as an example, in order to achieve power saving gain, a shorter drx-onDurationTimer will be configured. In case based on the TDD pattern configuration several slots within a periodicity are configured as UL slots, there may be the case that the duration determined by a running DRX timer may partially or fully fall into UL slot(s). Hence, UE will have less or even no opportunity to monitor PDCCH during the duration actually while the timer is running. In this way, the latency requirement for the traffic may not be guaranteed. On the contrary, if a longer drx-onDurationTimer can be configured to allow UE to have enough PDCCH monitoring occasions, it would result in increased power consumption.

Take TDD frame structure DDDUU and SCS=30KHz as an example, we assume the DRX cycle is 16ms and drx-onDurationTimer is configured as 2ms as shown in Figure 4. Following the current NR spec for DRX timers, the decrement of DRX timer will be regardless of DL or UL slot. When a drx-onDurationTimer runs, some of the slots during the drx-onDurationTimer are overlapping with the UL slots. Therefore, the UE has fewer PDSCH scheduling opportunities, which will lead to larger scheduling delay. 

To address this problem, we need to enhance the mechanism so that DRX timers do not decrement during UL slots.

[image: image4.png]XR traffic burst

[
v

16.67 ms- Dl l

Casel: The decrement
rule of current NR drx-
inactivitytimer

Case 2: The
enhancement
decrement of NR drx-

inactivitytimer

) plp|p|p|b|p|DfD|D|D
<4 slots—

1

| drx-
inactivitytimer
|

<+—6 slots——»|





Figure 4 DRX configuration in TDD deployment

Proposal 7: To achieve more power saving gain, RAN2 to consider C-DRX enhancements to enable a short DRX timer configuration without latency increasing, e.g. DRX timer is configured without counting the time of UL slot, i.e. similar as LTE.
Jitter handling

In section 2.1, we discuss the issue of jitter. The existence of jitter forces UE to wake up earlier than the expected PDU arrival time which may increase the UE’s power consumption. According to the latest SA4’s inputs in TR 26.926 [7], the stable jitter range is around [-8ms, +8ms] [8]. Therefore, in most cases, the interval of PDU set arrival time (e.g. 33.33, 16.67, 11.11, 8.33ms) is similar to or smaller than the jitter range (i.e 8+8=16ms), it is impossible for the network to configure C-DRX which can meet the following two requirements simultaneously: the onDuration can cover the whole jitter range and ensure UE has time to sleep. Hence, in addition to C-DRX, other solution, e.g. low power wake-up signal (WUS) monitoring as illustrated in Figure 5, can be considered to handle the jitter issue. Here, the power consumption of LP-WUS monitoring will be at least no more than half of that of PDCCH monitoring. And for the specific LP-WUS design, it can be further studied. The detailed power saving gain evaluation is provided in our RAN1 contribution [8]. 

The potential working principle is: LP-WUS monitoring occasions are configured within DRX active time. From the beginning of the DRX onDuration period, UE firstly does LP-WUS monitoring instead of PDCCH monitoring. And the UE will start to do PDCCH monitoring when the LP-WUS is detected, which indicates that there is traffic in the following period. 
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Figure 5 Jitter handling method based on LP-WUS

Proposal 8: LP-WUS can be considered as a potential solution for jitter handling.
Conclusion

In this contribution, we discuss the issues related to power saving for XR. Based on the discussion, we have the following observation and proposals:

Proposal 1: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

PDU set information, including periodicity and frame boundary (e.g. indication of the last PDU in a PDU set or a frame).

Proposal 2: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

Jitter information, including statistics characteristics of jitter or jitter range.

Proposal 3: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

QoS information, e.g. PDB and PSDB.

Proposal 4: RAN2 to conclude the below information from CN to RAN would be helpful for the RAN power saving enhancement for XR applications:

XR service characteristics, e.g. importance, priority, dependency, etc. The dependency includes dependency among PDUs within one PDU set, dependency among intra-QoS flow PDU sets, and dependency among inter-QoS flow PDU sets. 

Proposal 5: RAN2 to consider the draft reply LS in Annex to SA2.

Observation 1: The current DRX cycle values don’t match with the non-integer XR traffic arrival interval. To overcome the unacceptable transmission delay caused by such a mismatch, long DRX onDuration has to be configured at the cost of more UE power consumption.

Proposal 6: RAN2 to consider the following C-DRX enhancements on configuration to address non-integer periodicity for XR service: the length of DRX cycle applied may change according to pre-configured time pattern and is selected from several pre-configured integer DRX cycle lengths. 

Proposal 7: To achieve more power saving gain, RAN2 to consider C-DRX enhancements to enable a short DRX timer configuration without latency increasing, e.g. DRX timer is configured without counting the time of UL slot, i.e. similar as LTE.
Proposal 8: LP-WUS can be considered as a potential solution for jitter handling.
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Annex - Draft reply LS to SA2 on UE power saving for XR

Title:
[Draft] Draft reply LS to SA2 on UE power saving for XR
Response to:
R2-220xxxx_S2-2203418 LS on UE Power Saving for XR and Media Services

Release:
Rel-18

Work Item:
FS_NR_XR_enh

Source:
TBD [to be RAN2]
To:
SA2
Cc: 
RAN1
Contact Person:

Name:
              TBD
E-mail Address:
 TBD
1. Overall Description:

RAN2 would like to thank SA2 for sending conclusion and request on UE power saving for XR and media services. 

In context of SA2 LS, RAN2 discussed what type of information from the core network to RAN could be helpful for the enhancement of XR-specific UE power management and identified following possible candidates for each XR application flow:
	To be updated according to the outputs of RAN2#119e meeting.
PDU set information, including periodicity and frame boundary (e.g. indication of the last PDU in a PDU set or a frame).

Jitter information, including statistics characteristics of jitter or jitter range.

QoS information, e.g. PDB and PSDB.

XR service characteristics, e.g. importance, priority, dependency, etc. The dependency includes dependency among PDUs within one PDU set, dependency among intra-QoS flow PDU sets, and dependency among inter-QoS flow PDU sets. 




2. Actions:

To SA WG2

RAN2 kindly request SA2 to take the above information into account during the following work, and provide feedback, if any.

3. Date of Next RAN2 Meetings:

TSG RAN WG2 Meeting #120

TBD





TBD
