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1 Introduction
XR attracts more and more attention because its novel and unprecedented user experience. To guarantee the experience of XR service, network has to deal with many challenges, such as date rate, latency, jitter etc. The study item of XR had been agreed in [1] in RAN#95e. The objectives of the XR SID are as follows: 
	The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 

Objectives on XR-awareness in RAN (RAN2):

· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.

· Study how the above information aids XR-specific traffic handling.

Objectives on XR-specific Power Saving (RAN1, RAN2):

· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:

· C-DRX enhancement.

· PDCCH monitoring enhancement.

Objectives on XR-specific capacity improvements (RAN1, RAN2):

· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:

· SPS and CG enhancements;

· Dynamic scheduling/grant enhancements.


In this paper, we will focus on the first bullet and analyse the necessary XR traffic information of which RAN should aware. 
2 Discussion
Due to the majority of usual XR traffic is downstream, in this paper, we’d like to focus on analyzing meaningful XR traffic information in downlink at the beginning of the topic. The awareness of XR traffic (e.g., pose/control information) in uplink would be discussed if necessary. As for the useful assistance information from UE, the related analysis can be seen in our contribution [6].
2.1 The RAN awareness XR traffic information within single QoS flow
The nature of XR traffic does challenge the network capability, like its requirement of low latency, high data rate, etc. The common view in 3GPP is that if network can aware of XR traffic information, some optimization (e.g., enhancement to scheduling strategy) can be done, so that the requirement of XR service can be better satisfied.
With above consideration, SA2, SA4 and RAN1 have already done some work about XR traffic information and related discussion can refer to [2-5]. Here, we firstly list the traffic information that RAN1 considers for UE power saving, and then show some of our consideration.
The response from RAN1 perspective for UE power saving are as follows. Actually, some of the parameters not only benefit for power saving but also can be used for capacity improvement and XR experience optimization. 
	· PDU set periodicity and start time of the first PDU of a PDU set: this can be helpful for e.g., configuring the periodicity and start time of CDRX or PDCCH monitoring to match with traffic period.

· PDU set end indication or indication of the last PDU in a PDU set: this can be helpful for gNB, e.g., to indicate the UE to dynamically skip PDCCH monitoring once the last PDU of the PDU set is delivered.

· PDU set level QoS parameters including priority and [air interface] delay budget of a PDU set: this can help the gNB to select suitable CDRX parameters (e.g., periodicities) that enable fulfilling the delay requirements for a given flow. It also helps with UE power saving, e.g., by reducing retransmission or by early dropping of a PDU that exceeds the delay deadline. Additionally, it can also be helpful for efficient radio resource management by gNB for capacity improvement.

· PDU set size (number of bits) or number of PDUs in a PDU set: RAN1’s understanding is that in comparison to the statistical information, real-time or dynamic information provided to gNB, if possible, can help scheduler make more efficient scheduling decision to enable UE power saving. 

· PDU set identity and relationship information among PDUs within the same PDU set: gNB can use this information for early PDU dropping as mentioned above.

· Jitter information such as the range of the jitter (minimum and maximum value): Here jitter refers to packet arrival time variation at gNB for DL direction. gNB could use this information to configure parameters of UE power saving schemes, e.g., CDRX OnDuration and Active Time or PDCCH monitoring duration for handling of the jitter.


In our views, the QoS parameters of PDU set are directly associated with XR service experience, especially for the packet delay budget (PDB) information. It limits the allowed maximum transmission time of XR packet over Uu and guarantee the latency requirement of XR service. If PDB is known by RAN (i.e., gNB), the packet in PDU set that needs to be transmitted but has not been transmitted within PDB duration can be scheduled firstly. 
As for other QoS parameters, priority and packet error rate (PER) should also be provided to RAN. 
In fact, packet priority may depend on application implementation. As mentioned in the reply [4] from SA4, 

	· In some implementations, the loss of one fragmentation packet of the NAL Unit may result in discarding the entire NAL unit and hence the second part of the PDU definition (which are of same importance requirement at application layer. All PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information) applies.

· In other implementations, receivers may use the data up to the first lost fragmentation unit to recover at least parts of the video data included in the NAL unit and apply error concealment afterward. In this case, the third part of the PDU Set definition (the application layer can still recover parts of the information unit, when some PDUs are missing) applies, but in this case the equal importance part of the PDU Set definition (which are of same importance requirement at application layer) may be misleading (Note that in this operation mode, as an example if the first packet of the PDU Set is lost, all other packets of the fragmentation units are useless, whereas of the last packet is lost, the decoder can use all packets except the last one. Obviously, in this example scenario, the first packet is “more important” than the last one). 

· In yet another example, a PDU Set may be mapped to all source and repair packets of an Application Layer FEC source block. Based on this, the definition of a PDU Set applies to all packets of a source block (A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g., a frame or video slice for XRM Services), …) and any K packets are sufficient to recover, i.e. all packets are of same importance (which are of same importance requirement at application layer).


Based on above description, we can roughly conclude that in some implementation, all the packets in PDU set have the same packet priority and in other implementation, some packets may have higher packet priority. 
Thus, from our view, packet priority may be an optional RAN awareness traffic information. If not provided, RAN should regard all the packets in PDU set have the same priority. But if provided, RAN could decide which packet should be sent firstly in case not all packets can be delivered within its PDB limitation and/or which packet can be dropped in case radio resources are limited according to packet priority information. 
Above analysis are assumed that priority is configured per packet in single PDU set. What’s more, priority may also be configured per PDU set, because in some implementation, the PDU set may consist of I-frame which is more important than the PDU set that consists of P-frame or B-frame. In a word, both per packet priority and per PDU set priority can be considered, but whether they can be provided to UE depends on application implementation.
The QoS parameter of PER should also be considered, because it also impacts XR quality as mentioned by SA4:

“Generally speaking, packet losses in video applications typically result in some sort of impacted video quality.”
If provided, PER can be used together with packet priority/PDU set priority and packet delay budget. With those constraints, RAN can not only provide an expected service experience but also achieve NW configuration optimization for power saving and capacity improvement.  
Proposal 1: XR QoS parameters provided to RAN include following parameters: 

· Mandatory parameters: packet delay budget and packet error rate;
· Optional parameters: per packet priority and/or per PDU set priority. 
Proposal 1-1: If provided, per packet priority and/or per PDU set priority can be used together with PDB and PER, to prioritize transmit high priority packet or drop low priority packet etc.
Another class of essential parameters is time-dependent. In our understanding, the PDU set periodicity and jitter range distribution are meaningful for RAN.
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Figure 1. PDU set periodicity and jitter range distribution

With prior knowledge of PDU set periodicity and jitter range, RAN (i.e., gNB) can know the interval time between two PDU sets. So that a more appropriate C-DRX configuration which matches XR traffic pattern can be configured to UE. In addition, other enhancement method combined with wake up signal (WUS) can be considered for power saving. For example, RAN can assume that all the packets of the same PDU set are received at the tail of the corresponding jitter distribution. Thus, a WUS can be sent to UE which instructs UE to wake up near the tail of the jitter. And RAN can also schedule to transmit all the packets of the PDU set near the tail of the jitter. In this way, UE can wake up and receive XR packets immediately which avoids jitter impact and benefits for power saving.
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Figure 2. PDU set periodicity and jitter range distribution are used for capacity improvement
What’s more, if PDU set periodicity and jitter range distribution are provided, cell capacity can be improved by interaction between RAN and XR server. More specifically, the RAN supported peak date rate is limited. If the characteristics of PDU set periodicity and jitter range of multiple flows that serve for different UEs in the cell are totally overlapped, some UEs may suffer a poor XR experience. If arrival time of those PDU set can be staggered in time domain, the number of UEs that have satisfied XR experience in the cell will increase definitely. With above consideration, RAN can notify the corresponding XR servers to adjust the packet generation time and/or deliver time. Finally, RAN can schedule multiple UEs to receive XR PDU set according to shifted PDU set periodicity and shifted jitter ranges distribution so that cell capacity can be improved.
Proposal 2: For the purpose of scheduling optimization, RAN awareness traffic information should include PDU set periodicity and jitter range distribution.

Proposal 2-1: RAN could configure an appropriate C-DRX configuration to UE and schedule XR PDU set according to PDU set periodicity and jitter range distribution, which may be beneficial for power saving.

Proposal 2-2: RAN may schedule multiple UEs to receive XR PDU set according to shifted PDU set periodicity and shifted jitter ranges distribution so that cell capacity can be improved.

As for identity of PDU set, it may be unnecessary to be provided to RAN. From our side, the bandwidth of N3 interface between UPF and gNB is wide enough so that the whole PDU set can be periodically delivered to gNB within QoS flow at similar time.
The gNB should regard those packets arrived at similar time as the same PDU set. Thus, the identity of PDU set can be determined by gNB itself. And due to all the packets of a PDU set have similar arrival time, there seems also unnecessary for RAN to distinguish the first PDU or the last PDU in a PDU set. About PDU set size or number of PDUs in a PDU set, those characteristics can also be analyzed by gNB implementation.
Observation 1：The N3 interface between RAN and UPF is wide enough so that RAN can receive the whole PDU set at similar time, there is no need to distinguish the first PDU or the last PDU in a PDU set;
Observation 2: The PDU set identity can leave to NW implementation and the PDU size can be analyzed by gNB.
About relationship information among PDUs within the same PDU set, it could be implicitly reflected using packet priority. The motivation of introducing those relationship is to early drop some packets and avoid transmitting those unnecessary packets if its dependent packet has not been delivered successfully. Also see the reply from SA4, in some cases, the relationship information among PDUs within the same PDU set exists, but in other cases, the relationship information is unnecessary (i.e., any K packets are sufficient to recover). We think packet priority is enough and can replace the role of relationship information. For example, if a higher priority packet has not been successfully transferred, the lower priority packets can be dropped. 
Observation 3: Packet priority can implicitly reflect the relationship among the PDUs within the same PDU set. 

Proposal 3: Following traffic information may not be necessary for RAN, including:

· The PDU Set identity and relationship information among PDUs within the same PDU set;

· The start indication of the first PDU or the end indication of the last PDU in a PDU set;

· The PDU size and the total number of PDUs in the PDU set. 

2.2 The RAN awareness XR traffic information among multiple QoS flows
The XR service may have several types of flows, e.g., video/audio stream and haptic data or sensor data etc. In order to provide a more immersive experience, the PDU sets among multiple QoS flows should be delivered to UE at similar time. For those flows, we can call them multi-modality flows refer to TR 23.700-60 in SA2. 

Above case is for single UE, in fact, if multiple UEs are using the same XR service (e.g., playing XR game face-to-face) the multiple QoS flows for different UEs should also be regarded as multi-modality flows.
The key issue that needs to be solved is the synchronization of delivery time of the PDU sets among multiple QoS flows. In our view, in this case if the association of multi-modality flows (like the relationship of QoS flow ID) can be provided, RAN can schedule to transmit the packets of multi-modality flows at similar time. In this way, a better XR experience may be provided to UE.  
Observation 4: In order to provide immersive XR experience, the relationship among multiple QoS flows can be considered.

Proposal 4: The relationship among multiple QoS flows can be included in RAN awareness XR traffic information. 
3 Conclusion

In this contribution we discussed and analyzed the meaningful XR traffic characteristics, and made the following observations and proposals:

Observation 1：The N3 interface between RAN and UPF is wide enough so that RAN can receive the whole PDU set at similar time, there is no need to distinguish the first PDU or the last PDU in a PDU set;
Observation 2: The PDU set identity can leave to NW implementation and the PDU size can be analyzed by gNB.
Observation 3: Packet priority can implicitly reflect the relationship among the PDUs within the same PDU set. 

Observation 4: In order to provide immersive XR experience, the relationship among multiple QoS flows can be considered.
Proposal 1: XR QoS parameters provided to RAN include following parameters: 

· Mandatory parameters: packet delay budget and packet error rate;
· Optional parameters: per packet priority and/or per PDU set priority. 

Proposal 1-1: If provided, per packet priority and/or per PDU set priority can be used together with PDB and PER, to prioritize transmit high priority packet or drop low priority packet etc.
Proposal 2: For the purpose of scheduling optimization, RAN awareness traffic information should include PDU set periodicity and jitter range distribution.

Proposal 2-1: RAN could configure an appropriate C-DRX configuration to UE and schedule XR PDU set according to PDU set periodicity and jitter range distribution, which may be beneficial for power saving.

Proposal 2-2: RAN may schedule multiple UEs to receive XR PDU set according to shifted PDU set periodicity and shifted jitter ranges distribution so that cell capacity can be improved.

Proposal 3: Following traffic information are may not be necessary for RAN, including:

· The PDU Set identity and relationship information among PDUs within the same PDU set;

· The start indication of the first PDU or the end indication of the last PDU in a PDU set;

· The PDU size and the total number of PDUs in the PDU set. 

Proposal 4: The relationship among multiple QoS flows can be included in RAN awareness XR traffic information. 
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