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1. Introduction
Rel-18 SID on NR XR Enhancements has the following objective on XR-awareness [1]:

	Objectives on XR-awareness in RAN (RAN2):

· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.

· Study how the above information aids XR-specific traffic handling.


In this contribution, we discuss the information relevant to XR awareness and the associated procedures and signalling for handling XR traffic.
2. Discussion
During Rel-17 SI [2], XR traffic pattern was identified to consist of some unique characteristics, for example, non-integer periodicity, variable-size PDUs, video frames with different number/types of PDUs, and multiple traffic streams per application. XR traffic is also subject to high throughput, strict latency and high reliability requirements in UL and DL. Additionally, the typical XR traffic patterns defined by high periodicity and jitter allows limited opportunity for operating in low power mode with legacy power saving techniques.
As such, the legacy framework on QoS, scheduling and power savings may not be adequate to support the highly diverse XR traffic pattens in UL/DL while meeting the strict QoS and achieving power savings. Additional parameters from application/higher layers may be beneficial to facilitate making informed decisions at the AS layers related to scheduling and power savings. To this end, SA2 TR23.700-60 [3] defined the concept of PDU-set for the handling and delivery of a group of PDUs belonging to one PDU-set:

	PDU Set: A PDU Set is composed of one or more PDUs carrying the payload of one unit of information generated at the application level (e.g., a frame or video slice for XRM Services, as used in TR 26.926 [27]). In some implementations all PDUs in a PDU Set are needed by the application layer to use the corresponding unit of information. In other implementations, the application layer can still recover parts all or of the information unit, when some PDUs are missing.


A PDU set can consist of several inter-dependent PDUs which are associated at the application layer (e.g. multiple PDUs associated with a video/media frame). The number of PDUs per PDU set, and the payload sizes of each PDU in a PDU set can vary depending on the techniques (e.g. codec) applied at application layer. 

From the SA2 definition above, there can be two types of PDU sets:
· Type 1 PDU Set:

· All PDUs associated with a PDU set may be expected to be delivered in UL/DL within the PDU set level QoS (e.g. PSDB, PSER). 

· All PDUs in the PDU set may have similar importance/priority values. 

· When one of the PDUs is lost or delayed, the rest of the PDUs may be dropped

· Type 2 PDU Set:

· One or more PDUs associated with a PDU set may have different importance/priority level compared to others.

· When one or more high importance/priority PDUs in a PDU set are received within the associated QoS, no adverse impact to the application may be observed even when some of the other PDUs may be lost or delayed.

The QoS framework when handling PDU sets can be different compared on the legacy per-flow or per-PDU QoS. The latency metric considered for PDU set is PDU set delay bound (PSDB) and for reliability the metric is PDU set error rate (PSER) [3]. The PSDB is defined as an upper bound for the time that a PDU Set may be delayed between the UE and the UPF in network. PSER is defined as an upper bound for the rate of PDU-Sets that have been processed by the sender of a link layer protocol (e.g. RLC) but where all of the PDUs in the PDU-Set are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP). In essence, new PDU set-level QoS requirements may be applied for handling the transmissions of PDU sets. 
2.1. Information relevant to XR-awareness
The following discusses the parameters related to PDU-set characteristics, jitter and multiple correlated flows from application/higher layers that is useful for the AS layers at RAN and UE to be aware of. 

2.1.1  PDU-set characteristics

Within each XR traffic flow, there may be multiple PDU-sets where each PDU-set in turn consists of multiple PDUs of variable sizes and types (e.g., I-frame, P-frame, B-frame). The inter-dependencies within the PDUs of the PDU-set have to be maintained so that they can be delivered within the PDU set-level QoS (PSDB, PSER) in UL and DL. At the AS layers, awareness of PDU-set size info can help the scheduler in the gNB to make more efficient scheduling decisions when handling XR traffic and for improving UE power savings. For example, the gNB can align the SPS grant size with PDU-set size and ensure that the configured CDRX ON Duration matches with the SPS configuration used for delivering DL XR traffic. The type of information related to PDU set size that can be provided to the AS layers should be discussed. For example, both statistical info (mean, max and STD of the PDU-set size) and dynamic info (number of PDUs in PDU set, total payload size) can be considered for XR awareness. 
Proposal 1:
Support awareness of information related to PDU-set size at AS layers
Proposal 2: 
Study information related to PDU set size (e.g., number of PDUs in PDU set, total payload size, mean, max and STD of payload size) that can be provided to the AS layers at UE and RAN
Supporting diverse XR traffic patterns with different periodicities in UL and DL can be extremely challenging. As such, gNB awareness of the PDU-set periodicity can assist in adapting the scheduling mechanism to match with the XR traffic pattern and in the process, improve overall capacity (e.g., by aligning the CG configuration with the PDU-set periodicity). Information on PDU-set periodicity can also improve the opportunities for the UE to operate in a low power state (e.g., by aligning the CDRX cycle of the UE with the PDU-Set periodicity).
Proposal 3:
Support awareness of PDU-set periodicity at AS layers

Awareness of PDU-set start time (or first PDU in PDU-set) and PDU-set end time (or last PDU in PDU-set) can assist the gNB in aligning the start and end time of the CDRX cycle or PDCCH monitoring behaviour in the UE to match the traffic pattern in DL and reduce the On Duration time of the UE. PDU-set end time indication can also assist the gNB for dynamically indicating to the UE to skip PDCCH monitoring after the last PDU in the PDU-set has been delivered.
Proposal 4:
Support awareness of PDU-set start time and end time at AS layers

The awareness of PDU-Set type (e.g. type 1, type 2) and PDU-set importance along with the PDU set-level QoS (e.g. PSDB, PSER) at the AS layers at gNB and UE can enable prioritization of some important/essential PDUs/PDU-sets during DL/UL transmissions. Regarding PDU set importance, there can be two aspects to consider: intra-PDU-set importance which quantifies the importance/priority of individual PDUs within a PDU-Set and inter PDU-Set importance which quantifies the importance level of an overall PDU-set (e.g., versus another PDU-set). For example, a PDU set corresponding to an I-frame may have a higher importance level compared to a P/B-frame PDU set. The gNB may prioritize PDUs belonging to a type 1 PDU-set (over a type 2 PDU-set) or PDU sets marked with high importance that may have arrived late and require expediting to meet their respective PSDB. Alternatively, if the AS layers are aware of the importance/criticality level of a PDU-set and determine that some PDUs associated with a non-critical PDU-set (e.g. type 2) will not be delivered within the PSDB, the gNB may decide to discard the corresponding PDUs. Such a mechanism would result in improving capacity. Similarly, awareness of PDU Set types and importance level can assist in improving power saving gains, for example, by dynamically adapting CDRX parameters (e.g. ON duration) when handling the XR traffic.  

Proposal 5: 
Support awareness of PDU-set types (e.g., type 1 or type 2 PDU-set) at AS layers
Proposal 6: 
Support awareness of PDU-set importance (e.g., intra and inter PDU-set importance) at AS layers
Proposal 7: 
Support awareness of PDU-set level QoS (e.g., PSDB, PSER) at AS layers
It some scenarios, it can be useful to apply the concept of data burst when scheduling XR traffic or configuring a power saving technique. SA2 [3] has defined a data burst to be composed of one or multiple PDU sets that are expected to be delivered within a short period of time. In an example, a group of PDU sets in a data burst may be of the same type or have the same PDU-Set importance. In this case, a single indication on a per-data burst level may be sufficient for indicating the forwarding treatment (e.g. CG configuration) that can be used during scheduling of all PDU sets in the burst. During DL transmission of a data burst, the UPF in CN can provide an end-of-burst (EOB) indication to the gNB, e.g. when sending the last PDU of the burst. For ensuring that the UE is not frequently transitioned between active duration and sleep duration when receiving multiple PDU sets within a data burst, the gNB can send an indication to the UE to transition to sleep duration only after detecting the EOB indication, for example. 
Proposal 8:
Support awareness of data burst (e.g. composed of a group of PDU sets) at the AS layers
Proposal 9: 
Support awareness of end-of-burst (EOB) indication at AS layers
2.1.2  Correlation/synchronization information on multiple XR traffic flows

XR applications generate multiple data flows (e.g., video flow and pose/control data flow) which may have different traffic patterns and QoS requirements. Despite the wide range of patterns and requirements, there is a need to ensure that the multiple flows generated by the XR application are received within a synchronization time window so that they can be processed together at the application. Failure to do so may result in some frames/PDU-sets in one flow getting delayed and impacting the overall processing at the application, even when the PDU sets in another correlated flow arrive within its latency bound. To this end, in addition to the per-flow QoS that each flow is required to fulfil independently, certain coordination is needed at the AS layers to ensure that the PDU sets in different flows arrive within a maximum inter-flow delay value. The maximum inter-flow delay can be represented as a joint QoS requirement corresponding to the synchronization time window that different flows must fulfil jointly during transmission. As such, awareness at the AS layers of the correlated traffic flows (e.g., flow IDs, number of correlated flows per application) along with the inter-flow delay are important for ensuring proper handling of the traffic flows during transmissions in UL and DL. 
Proposal 10: 
Support awareness of information on correlated traffic flows at AS layers (e.g., flow IDs, number of correlated flows per application) 

Proposal 11:
Support awareness of the inter-flow delay at the AS layers of RAN and UE
2.1.3  Jitter

When configured with CDRX, the early arrival of DL traffic caused by jitter in network can result in the PDUs/PDU set having to be delayed until the UE wakes up, hence impacting latency during transmissions. On the other hand, late DL traffic arrival results in the UE having to stay awake for a longer time period for receiving the DL data and perform unnecessary PDCCH monitoring. As such, awareness at the AS layers of intra-flow jitter parameters (e.g., jitter range, standard deviation) can assist in the delivery of PDUs within a PDU set or across different PDU sets in both the UL and DL. 
Proposal 12: 
Support awareness of jitter parameters (e.g., intra-flow jitter range) at the AS layers 

2.2. Procedures for supporting XR awareness
Procedures for supporting XR awareness at the AS layers at RAN and UE can involve interactions between the RAN and UE, and RAN and CN.
2.2.1  Interactions between RAN and UE at AS layers
As discussed in the previous section, the PDU-Set level QoS (PSDB, PSER) are defined by SA2 on an E2E basis (i.e., between UE and UPF in CN). As transmissions of XR traffic between the AS layer (e.g., over the Uu link) and the network (e.g., between the gNB and UPF) are handled using separate frameworks, how the E2E QoS can be enforced at the AS layers and network should be discussed. For example, the E2E PDU-set level QoS may be split by the CN functions (e.g., SMF, AMF) and the QoS parameters associated with the AS layer can be indicated by the CN to the gNB. The gNB can then configure the AS layers (e.g. DRBs) at the UE to ensure that the air interface component of the PDU-set level QoS can be met during transmission over the Uu link.   

Reporting of XR traffic pattern info
As the source of XR traffic, the UE can have visibility of the ongoing and expected traffic to be handled in UL (e.g. video data, pose/control data) and as such, may be in a good position to provide info regarding the traffic pattern to the gNB, e.g. as assistance information. The application may include markings in the packets (e.g., IP headers) indicating the type of data generated and other traffic info. The NAS layer in the UE can be configured by the CN to identify from the application packets the traffic pattern info that can be provided and used at the AS layers. 
The UE can also determine some traffic patterns of the DL traffic based on knowledge of the UL traffic, association between the UL and DL traffic, and latency bounds to receive the corresponding processed data in the DL (e.g., RTT and PSDB). With the UE being both the source (generating pose/control data) as well as the target (consuming the rendered media) of the XR traffic, the UE can be configured to determine the expected patterns of the corresponding DL traffic following the transmission of the UL traffic. Such information related to UL-dependent DL traffic can also be provided by the UE to RAN.

As discussed in earlier section, the XR traffic pattern info can consist of both semi-static (e.g., statistical info on PDU-set size, PDU-set periodicity, jitter range, number of correlated flows) and dynamic info (e.g., PDU-set type, PDU-set start and end time, changes to traffic pattern). In legacy procedures, the UE can be configured to report the sidelink (SL) traffic pattern for periodic traffic. A similar mechanism for reporting the traffic pattern on Uu link can be discussed. For example, UE can be configured to provide the semi-static traffic pattern info in one-shot or periodic reports (e.g. via RRC), and the dynamic traffic pattern info in dynamic indications (e.g. MAC CE), so that the gNB can configure and perform adaptations to any of the scheduling and/or power saving schemes.

Proposal 13: 
Study mechanism for providing semi-static XR traffic pattern info (e.g., statistical info on PDU-set size, periodicity, jitter range) from UE to RAN (e.g. via RRC signalling) 

Proposal 14: 
Study mechanism for providing dynamic XR traffic pattern info (e.g., PDU-set type, start/end time of PDU-set, changes to traffic pattern) from UE to RAN (e.g. via MAC CE)
Proposal 15:
Study UE providing DL traffic pattern info to gNB based on the knowledge of UL traffic   (e.g., for UL dependent DL traffic with RTT latency)
Handling PDU-sets at SDAP sublayer
In legacy SDAP sublayer, the SDUs from higher layers associated with QoS flows are mapped to DRBs based on an SDAP configuration. The DRBs can be configured by gNB to support different forwarding treatments (e.g., priority) for meeting the associated flow level QoS. 

For PDU-sets that may be present in one or more QoS flows, whether the mapping at SDAP should be done at flow-level (e.g., QFI) or PDU-set-level granularity should be studied. Additionally, whether DRBs can be configured for providing different forwarding treatments for meeting the PDU-set-level QoS (e.g., PSDB, PSER) should also be discussed. For example, when some PDU-sets with the same higher layer markings are present in different QoS flows, then mapping the PDU-sets at SDAP according to QFI as in legacy may result in the PDU-sets to be mapped to different DRBs. This can cause the PDU-sets with the same PDU-set level QoS (e.g., PSDB) to be handled with different forwarding treatment during transmissions. On the other hand, it can be beneficial for mapping the PDU-sets to DRBs at SDAP according to markings related to PDU-set level QoS, such that a proper forwarding treatment can be provided during transmissions.   

Proposal 16: 
Support mapping between PDU-sets and DRBs at SDAP sublayer
Proposal 17: 
Study how DRBs can be configured for meeting PDU-set-level QoS (e.g., PSDB, PSER)
Given the different types PDU-sets and inter-dependencies among the PDUs, the forwarding treatment that can be provided when mapping the PDU-sets to some DRBs can be different. For example, for type 1 PDU-set all PDUs may be configured to be mapped to the same DRB to provide the same forwarding treatment during transmission. For type 2 PDU-set, some PDUs of the PDU-set which may be more important than others may be mapped to a DRB (e.g., of high priority) configured to handle more stringent QoS whereas the other PDUs may be mapped to another DRB (e.g., of low priority).    
Proposal 18: 
Study mapping of PDU-sets to DRBs at SDAP based on properties associated with PDU-sets (e.g., PDU-set type, PDU-set importance).
Discarding PDUs in PDU-sets at PDCP sublayer
As discussed above, the PDU-sets are subjected to PSDB during transmission. The PSDB implies the latency requirement is to be met at PDU-set level and not necessarily at per-PDU level. Also, irrespective of the number of PDUs in the PDU-set, all PDUs are expected to be delivered in UL or DL within the corresponding air interface PSDB. If some of the PDUs of the PDU-set (e.g., type 1 PDU-set) cannot be delivered within the PSDB, any of the remaining PDUs can be discarded to save resources.

In legacy PDCP, the discard timer is configured to reflect the QoS (e.g., latency) of the PDCP SDUs forwarded using the associated DRBs. When the discard timer expires at the transmitting PDCP entity or when a status report is received from the receiving PDCP entity indicating successful reception, the transmitting PDCP entity discards the PDCP SDU. When handling PDU-sets, whether a similar mechanism can be used for configuring the discard timer and discarding any of the transmitted and remaining PDUs of PDU-set at PDCP should be discussed. Unlike the legacy SDU, since a PDU-set can consist of multiple PDUs, the discard timer may be associated with the air-interface PSDB instead of the SDU level latency. In this case, depending on the PSDB of the PDU-set, the applicable discard timer value can be different.

Also, since the AS layer may handle different types of PDU-sets (e.g., type 1 and type 2), whether to use the same discarding mechanism as legacy should be discussed. For example, when handling a type 2 PDU-set, it may be possible to not discard some of the PDUs which are of mid-level importance (e.g., PDUs carrying differential video frames) even when the discard timer associated with the PDU-set expires. Other PDUs which are of low importance level may be discarded when the discard timer expires.   

Proposal 19: 
Study mechanisms for handling the discarding of PDUs in PDU-sets using timer-based discarding at PDCP.
Maintaining integrity of PDU-sets at MAC sublayer
When performing mapping of PDUs of a PDU-set to the same or different DRBs, maintaining the integrity of the PDU-set during transmission is important. In this case, after mapping to the DRBs (e.g., PDCP entities), regardless of whether the PDUs of a PDU-set are mapped to the same or different LCHs at the RLC and MAC sublayers the PDU-set-level QoS such as PSDB should be enforced. When the PDUs of a PDU set are handled by the same LCH, how to configure the parameters of the LCH (e.g., PBR, BSD, priority) for meeting the PDU-set-level QoS (e.g., PSDB) should be studied. Similarly, when the PDUs of PDU set are handled by different LCHs, what mechanisms can be used for maintaining the integrity of the PDU set should be discussed, so that the associated PDUs are not handled independent of each other during multiplexing and scheduling.    

Proposal 20: 
Study how the LCH parameters (e.g. priority) can be configured for ensuring PDU-set-level QoS when handling PDU sets
Proposal 21: 
Study mechanisms at MAC for maintaining the integrity of PDU-set during multiplexing and scheduling (e.g., when PDUs of PDU set are mapped to same or different LCHs).       
2.2.2  Interactions between RAN and CN

The CN or application server may have long term statistical traffic related information (e.g. PDU set size distribution, periodicity, jitter range) that can be useful to be provided to RAN. Alternatively, the knowledge of unexpected delay in the processing of the XR data at the application server or increase in jitter in network may also assist the RAN in adapting resource allocation and scheduling accordingly, as well as aligning the configured power saving schemes (e.g., CDRX) in UE with the upcoming DL transmissions. Such information may need to be shared in a dynamic and aperiodic way when the need arises.
Conclusion
In this contribution, the following conclusions are made:
Proposal 1:
Support awareness of information related to PDU-set size at AS layers
Proposal 2: 
Study information related to PDU set size (e.g., number of PDUs in PDU set, total payload size, mean, max and STD of payload size) that can be provided to the AS layers at UE and RAN
Proposal 3:
Support awareness of PDU-set periodicity at AS layers
Proposal 4:
Support awareness of PDU-set start time and end time at AS layers
Proposal 5: 
Support awareness of PDU-set types (e.g., type 1 or type 2 PDU-set) at AS layers
Proposal 6: 
Support awareness of PDU-set importance (e.g., intra and inter PDU-set importance) at AS layers
Proposal 7: 
Support awareness of PDU-set level QoS (e.g., PSDB, PSER) at AS layers
Proposal 8:
Support awareness of data burst (e.g. composed of a group of PDU sets) at the AS layers
Proposal 9: 
Support awareness of end-of-burst (EOB) indication at AS layers
Proposal 10: 
Support awareness of information on correlated traffic flows at AS layers (e.g., flow IDs, number of correlated flows per application) 

Proposal 11:
Support awareness of the inter-flow delay at the AS layers of RAN and UE
Proposal 12: 
Support awareness of jitter parameters (e.g., intra-flow jitter range) at the AS layers 
Proposal 13: 
Study mechanism for providing semi-static XR traffic pattern info (e.g., statistical info on PDU-set size, periodicity, jitter range) from UE to RAN (e.g. via RRC signalling) 

Proposal 14: 
Study mechanism for providing dynamic XR traffic pattern info (e.g., PDU-set type, start/end time of PDU-set, changes to traffic pattern) from UE to RAN (e.g. via MAC CE)
Proposal 15:
Study UE providing DL traffic pattern info to gNB based on the knowledge of UL traffic   (e.g., for UL dependent DL traffic with RTT latency)
Proposal 16: 
Support mapping between PDU-sets and DRBs at SDAP sublayer
Proposal 17: 
Study how DRBs can be configured for meeting PDU-set-level QoS (e.g., PSDB, PSER)
Proposal 18: 
Study mapping of PDU-sets to DRBs at SDAP based on properties associated with PDU-sets (e.g., PDU-set type, PDU-set importance).
Proposal 19: 
Study mechanisms for handling the discarding of PDUs in PDU-sets using timer-based discarding at PDCP.
Proposal 20: 
Study how the LCH parameters (e.g. priority) can be configured for ensuring PDU-set-level QoS when handling PDU sets
Proposal 21: 
Study mechanisms at MAC for maintaining the integrity of PDU-set during multiplexing and scheduling (e.g., when PDUs of PDU set are mapped to same or different LCHs).       
Proposal 22: 
Study gNB receiving semi-static DL XR traffic pattern info (e.g., statistical info of PDU set size, periodicity, jitter range) from CN.
Proposal 23: 
Study gNB receiving indications/alerts from CN on changes to DL XR traffic pattern (e.g., unexpected delays in DL traffic). 
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