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Introduction
According to the description of Rel-18 study item on NR enhancements for XR [1], RAN2 should be involved to address the following objectives:
	The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166). 
1. Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.
2. Objectives on XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.
3. Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
· Dynamic scheduling/grant enhancements.



This paper aims to provide our views on the objective relating to power saving. In particular, the potential power wastage issues associating to configured scheduling are considered.
Discussions
Configured Scheduling
According to the objective in the SID, it seems more attentions will be paid to the potential enhancements of C-DRX and PDCCH monitoring. Both of these directions essentially aim to save power by optimizing the UE’s PDCCH detection activities. For instance, if C-DRX configurations can be tailored based on periodicity of DL/UL traffics, the ON-Duration can match the timing of periodical packet arrival and PDCCH-based scheduling (dynamic scheduling), and hence the UE can refrain from monitoring PDCCH in the OFF-Duration as it does not expect packet arrival in such interval anyway. In our understanding, both C-DRX and PDCCH monitoring enhancements are highly relevant to the cases where dynamic scheduling is employed for resource allocation, where the UE needs to decode DCI conveyed by PDCCH in order to acquire the PDSCH/PUSCH resource allocation.
While we agree that dynamic scheduling is an important resource allocation tool for XR applications, we believe configured scheduling such as SPS and CG can also be quite important and useful in practice. This echoes the SI objective on capacity enhancement, where CG/SPS has been explicitly mentioned as a part of the scope. In particular, due to the periodical nature of XR traffics, configured scheduling of periodic radio resources allows the UE to obtain PDSCH/PUSCH without having to conduct PDCCH monitoring and/or go through SR/BSR procedures. Overall, the latency, signaling overhead, and potential power consumption caused by dynamic scheduling can be significantly reduced. From this perspective, we think it is crucial to examine the issues relating to power saving for XR under configured scheduling framework in Rel-18.
Proposal 1: RAN2 should consider power saving issues under both dynamic scheduling and configured scheduling frameworks.

Impacts of Jitter to SPS-based Resource Allocation
For both downlink and uplink, XR traffics are typically periodical. For example, the video frame rate could be 60, 90, or 120 frames per second. Ideally, if the RAN can obtain the traffic periodicity information (e.g. from the core network and/or UE), the gNB is able to configure SPS or CG in an appropriate manner to support transmission of periodical DL/UL traffics. Specifically, the SPS/CG periodicities can be configured to match the anticipated packet arrival patterns. Nonetheless, it is noted in [2] that DL XR traffics can suffer from severe jitter, such that the arrival time of each packet may be offset from the expected timing. According to the traffic models described in [2], the random jitter associates to each packet follows a probability distribution. Consequently, the actual packet arrival pattern is “quasi-periodic”, and if the gNB configures SPS in accordance with the nominal traffic periodicity, some of the packets may arrive even after their corresponding SPS PDSCH have begun. The exemplary scenario is depicted in Figure 1.
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Figure 1 An illustration of impacts of jitter to SPS-based transmission of periodical XR traffics

In the example shown in Figure 1, a SPS is configured with a periodicity matching the nominal (ideal) packet arrival rate. Both packet #1 and packet #4 arrive before their corresponding SPS PDSCH opportunities, so they may be transmitted on time. However, packet #2 and packet #3 arrive after their SPS PDSCH (#2 and #3) are started due to jitter, and therefore they “miss out” their on-time transmission opportunities. 
In order to handle this situation, there could be three possible approaches:
· The gNB uses subsequent SPS occasions to transmit packets that have arrived late
With this approach, the gNB waits until the next SPS occasion, and use this subsequent SPS occasion to transmit the packet arrived late due to jitter. Obviously, this may cause the latency to the XR service, and the latency may be propagated and further impact other upcoming packets.
· The gNB allocates supplementary dynamic DL resource allocation for late packet arrival
Instead of relying on SPS, the gNB directly assigns a dynamic DL resource allocation for transmission of the packet that has arrived late due to jitter. However, it requires the UE to monitor the PDCCH, and it is possible the UE is actually in sleep mode due to C-DRX configuration. In such cases, the UE is not able to detect the PDCCH in time. Certainly, the gNB can wait until the UE wakes up and assign the dynamic DL resource allocation, but again it implies further delay for the service. Alternatively, the gNB may choose not to configure C-DRX to make sure the UE can receive PDCCH any time, but it contradicts with the goal of UE power saving targeted by this study item.
· The gNB over-provisions denser SPS resources
Another possibility is that, the gNB pre-configures the SPS with much denser resource. For instance, the SPS periodicity can be configured to be (much) shorter than the nominal packet arrival rate of the XR traffic, or the gNB could configure multiple SPS configurations whose PDSCH occasions are allocated in a staggered manner. Hence, if a packet arrives late due to jitter, it can be quickly transmitted by using one of the subsequent SPS resources, and it does not impact resource usage of the later packets. Note that this approach may also be applied to resolve non-integer periodicity problems. The shortcoming of this approach is quite clear: over-provision of the SPS resource means the UE needs to decode every SPS occasions even if there is no data conveyed in the PDSCH. This obviously degrades spectral efficiency and increases UE power consumption.
From our perspective, we think Approach #2 and #3 make more sense considering the relatively stringent latency requirements of XR services. However, based on the analysis above, we may conjecture that both Approach #2 and #3 can result in excessive UE power consumption. In particular, with Approach #2 the UE may have to monitor PDCCH more frequently (for possible supplementary dynamic resource allocation) and impacts C-DRX operation, while with Approach #3 the UE may need to decode some SPS occasions unnecessarily (due to resource over-provisioning).  With this in mind, we propose the following:
Proposal 2: RAN2 should study how to minimize UE power consumption when dealing with jitter issues in SPS-based XR data communications. The scenarios to be considered include supplementary dynamic resource allocation, and Over-Provision of denser SPS resources.

Transmission Alignment for Power Saving
XR services may comprise multiple different traffic flows, such as audio and video. 
To support multiple periodical XR uplink traffic flows, concurrent configuration of multiple configured scheduling resources (i.e. CG and SPS) per BWP can be used. In uplink, with LCH mapping restriction based on allowed CG list, the packets for a particular traffic flow (which is mapped to a DRB/LCH) can be associated to the appropriate CG radio resource that meets the target QoS.
From our perspective, in many cases it is crucial to make sure transmission of these traffic flows can be tightly synchronized because: 
· Synchronized delivery of multi-modal traffic flows can optimize user experience, and
· UE power consumption can be reduced significantly via timing-alignment of UE activities for different traffic flows.
In light of this, we think certain mechanisms can be introduced in Rel-18 to minimize the “time displacement” among radio resources for different traffic flows. In other words, the radio resources for traffic flows requiring synchronization (or can be synchronized) may be clustered together in time domain, which in turn reducing the time interval where the UE needs to stay active, thereby improving the UE’s power efficiency. Figure 2 shows an example of how UE’s active time can be reduced by aligning the radio resources of different CGs (in the same BWP) for uplink transmission of different traffic flows:
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Figure 2 An illustration of multi-CG (per BWP) alignment to reduce UE activity time for power saving
The benefit of such alignment is even more pronounced when the CGs are configured in different serving cells. Since the UE is able to perform transmission via different serving cells simultaneously, the active time of the UE can be further reduced, as shown in Figure 3:
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Figure 3 An illustration of multi-CG (cross-cells) alignment to reduce UE activity time for power saving
It is arguable that such synchronization may be achieved with proper implementation and resource allocation at the gNB side, given that some information such as synchronization requirement is available. However, we must point out that such information may need dynamic adjustment as XR traffics may not be static, and the UE (where the XR application is running) is much better positioned to track such fluctuation. Therefore, standardized solutions may be needed to ensure the UE can synchronize transmission of different traffic flows. It is worth noting that in [2] RAN1 has evaluated power and capacity benefits of traffic arrival offset staggering.
Based on these observations, we think RAN2 should consider introducing mechanisms that can facilitate alignment of transmission of different traffic flows in Rel-18.
Proposal 3: RAN2 should consider mechanisms allowing time alignment of transmissions of different XR traffic flows, in order to improve user experience as well as saving power by reducing UE’s active time.

Conclusions
This contribution has provided some of our views about how RAN2 could approach the issues relating to power saving for XR. We have drawn the following proposals:
Proposal 1: RAN2 should consider power saving issues under both dynamic scheduling and configured scheduling frameworks.
Proposal 2: RAN2 should study how to minimize UE power consumption when dealing with jitter issues in SPS-based XR data communications. The scenarios to be considered include supplementary dynamic resource allocation, and Over-Provision of denser SPS resources.
Proposal 3: RAN2 should consider mechanisms allowing time alignment of transmissions of different XR traffic flows, in order to improve user experience as well as saving power by reducing UE’s active time.
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