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1	Introduction
This contribution discusses several aspects related to capacity enhancements for XR.
2	SPS & CG Enhancements
Whether SPS is attractive to XR, as compared to dynamic scheduling, remains open and under evaluation in RAN1. In short, the main characteristics of the current NR SPS are:
-	SPS is a method where DL radio resources for sending one transport block with a regular time-periodicity is configured for a UE;
-	Up to 8 simultaneous active SPS configurations can be configured for a UE (configured through RRC signalling);
-	Periodicity of any integer of a slot (N*14). ​Minimum periodicity in Rel-15 is 10 ms​;
-	Separate configuration (RRC-based) and activation/deactivation (PDCCH addressed to CS-RNTI can either signal and activate the configured downlink assignment or deactivate it)​.
It is evident that current SPS (with integer periodicity) does not support configurations that match the considered values of 60 fps, 90 fps, and 120 fps. 
Secondly, it is evident that the payloads coming with XR services are rather large; if the average source data rate e.g., equals 45 Mbps with 60 fps, the average payload size per frame equals 750 kbit. This is so large that in many cases will need to be transmitted to the UE in multiple transport blocks (TBs). It is therefore desirable to consider SPS enhancements, where each SPS periodicity include resources for transmission of an number of TBs. 
Furthermore, it should be recognized that incoming XR frames are subject to time-jitter variations and also payload size variations as per the agreed XR traffic models in 3GPP TR 38.838. Hence, the exact arrival time of XR frames and their size are not fully deterministic. Possible enhancements to deal with such variations could be investigated. 
Observation 1: For making SPS applicable for XR use cases, the following candidate enhancements are investigated by RAN1: (i) broader set of periodicities that match XR fps settings, (ii) support for more than one transport block transmission per SPS periodicity, and (iii) options for dynamic change of an existing SPS configuration. 
However, for the enhanced SPS mechanisms to be brought forward to the WI phase, a clear benefit should naturally first be identified. Here we recommend that the performance of SPS is compared against dynamic scheduling. While dynamic scheduling comes with dedicated DCI signalling for every TB transmission on the PDSCH, SPS has the potential to save on dedicated DCI signalling (on PDCCH). However, considering the low number of users that are expected for XR [38.838], the importance of reducing the PDCCH scheduling overhead should be first be justified. Besides, it is also important to remember that that SPS does not fully remove the need for PDCCH/DCI:
-	HARQ retransmissions are always transmitted with dynamic scheduling, including DCI signalling.
-	When the gNB wants to modify the selected MCS for an SPS allocation it requires DCI. This may e.g. be triggered by a UE experiencing a change in SINR.
-	When the gNB wants to modify the frequency allocation for the SPS pattern it requires DCI signalling (e.g. due to larger changes in the XR payload size).
-	When the gNB wants to change the timing of the SPS pattern (e.g. due to time-drift or jitter of the application), it will trigger additional signalling to the UE.
Proposal 1: Potential SPS enhancements shall first be justified by performance gains compared to dynamic scheduling, considering e.g. XR capacity benefits.
3	BSR
3.1	Latency Information
It is well-known that having a latency aware scheduler is an advantage for XR type of traffic that has strict latency bounds to fulfil the QoS requirements. Latency-aware scheduling is realizable for downlink, as the gNB has knowledge of both the users QoS requirements (e.g. through the 5QI) and also knows when XR frames (packets) arrive, and hence also knows how urgent it is to schedule the buffered data. For the uplink, this is more problematic, as gNB scheduler does not accurately know the buffering time of data in the UE, and having a latency-aware uplink scheduler has less complete information since the current BSR only express the amount of buffered data, while not conveying information on how long data has been buffered in the UE. 
Observation 2: it is well-known that latency-aware scheduling is an advantage for XR traffic. However, with the current SR/BSR, the gNB has incomplete information of how long certain XR frames/packets has been buffered.
In order to overcome such shortcomings, we recommend to further study extension of SR/BSR that can help improve the latency information available at the gNB scheduler for accurate latency-aware scheduling. Such enhancements should naturally be designed to offer uplink XR capacity (i.e. as a result more efficient latency-aware scheduling), while keeping the uplink reporting overhead of enhanced SR/BSR at a minimum. 
It is to be noted that RAN1 has already discussed such enhancements. We suggest limiting BSR discussions to the WG where BSR is specified i.e. RAN2 !
Proposal 2: study the possibility for the BSR to also convey time-information of buffered data that would enable more efficient latency-aware gNB uplink scheduling to boost the uplink XR capacity.
3.2	Granularity
With XR bit rates ranging from a few Mbit/s to 200 Mbit/s and frame rates ranging from 30fps to 120fps, the number of SDU per frame varies a lot : from a dozen to a few hundreds [26.928]. For low latency services, it is important to tailor the TB precisely to minimise both latency and padding in order to maximise the number of satisfised users. This is only possible if the BS granularity is fine enough. Unfortunately, the granularity offered by the 5-bit Buffer Size field for short BSR is too low for scheduling XR efficiently and for XR, we believe that it should be possible to configure to report the long BSR even when only one bearer has data buffered.
Proposal 3: allow the reporting of the long BSR even when only one bearer has data buffered.
3.3	Triggers
For XR, it is envisioned that DRX will be aligned with the frame rate [38.838] and for each new frame, the scheduler would benefit from knowing how much data is buffered (the XR bit rates vary significantly due to encoding when a key frame is a lot larger than a predictive one). That is equivalent to say that for every data burst, a BSR should be transmitted. 
Relying on arrival of high priority data may not always be satisfactory because UE buffers might not always be empty and for services with known pattern, triggering an SR is typically not useful (regular BSR trigger always trigger an SR if there is no UL-SCH available for transmission). 
Also, the periodic BSR trigger does not guarantee that a BSR is transmitted whenever needed:
-	If we can assume that a grant is always given precisely at the beginning of every ON-DURATION and that no padding BSR other than truncated ones are sent at the end of a series of grant or data burst, it is possible to align the periodic BSR reporting with the DRX cycle. Unfortunately, this only works on paper as it is not possible to guarantee that only truncated BSR are sent when a padding BSR is needed.
-	Because the periodic BSR Timer is restarted when a non-truncated BSR is sent, the periodic BSR timer is likely to be restarted at the end of every data burst. This is depicted on the figure below where the first series of grant (1) is concluded by a padding BSR (B) which restarts the periodic BSR timer. As a result, the periodic BSR timer is still running when the 2nd grant arrives (2) and no periodic BSR is sent at the 2nd occurrence of the ON-DURATION.


-	When it is not possible for the scheduler to provide grants precisely at the start of every ON-DURATION (due to for instance to temporary overload), the periodic BSR timer might be started late enough so that it misses the next ON-DURATION. This is depicted on the figure below where the periodic BSR (B) sent for the 2nd series of grant (2) starts the periodic BSR timer, which does not expire before the occurrence of the 3rd series of grant (2).


Instead, we suggest that a periodic BSR is triggered when the ON-DURATION is started, or a regular BSR is triggered when a grant is received and the UE has fresh data buffered.
Proposal 4: a periodic BSR is triggered when the ON-DURATION is started, or a regular BSR is triggered when a grant is received and the UE has fresh data buffered.
4	RLC Retransmissions
For capacity hungry services like XR, it is desirable to use an initial first transmission BLER target of 10-1, and if HARQ fails (for instance after one or two retransmissions) to trigger a ARQ retransmission that allows selection a new MCS for the transmission that better fits the experienced SINR conditions at the Rx. Indeed, it may e.g. happen that the selection of the MCS for initial transmission was far off, e.g. due to CQI measurement imperfections, and hence continuing with HARQ would not lead to successful decoding at the RX side. 
However, it is difficult to operate RLC with small PDB needed for services like XR: 1. retransmissions are triggered in the transmitter by status reports received from the receiver, and this may not be fast enough; 2.RLC never gives up on retransmitting and if a packet reaches the maximum number of retransmissions, it notifies upper layers, which triggers radio link failure (RLF). If for instance, only one ARQ retransmission is possible (according to the PDB) RLC will never stop retransmitting whenever that one retransmission is not enough, and we will end up with RLF which we are trying to avoid since the maximum number of retransmission is due to PDB rather than channel conditions. Another issue is that those additional retransmissions will clog the transmission path and stop new PDUs from being transmitted, increasing the severity of the issue.
A simple indication that RLC retransmissions are needed would be the scheduling of a TB after transmitting all RLC PDUs once. This could be used to retransmit RLC PDUs blindly.
Proposal 5: investigate blind retransmissions of RLC PDUs.
5	RRM Measurements
UEs performing RRM measurements does not come for free as there are cases where this imposes scheduling restrictions: intra-frequency measurements (SMTC) and measurement gaps (inter-frequency). For instance, our studies in RAN1 have shown that when accounting for the SMTC measurement restrictions in FR2, we observe a XR capacity reduction of 4 users per cell both for CG and AR/VR applications (i.e., from 10 CG users per cell down to 6 CG users per cell and 7 AR/VR users per cell down to 3 AR/VR users per cell).
Observation: RRM measurements might severely impacts XR capacity.
6	Conclusion
This contribution has reviewed possible capacity enhancements for XR and has suggested the following:
Proposal 1: Potential SPS enhancements shall first be justified by performance gains compared to dynamic scheduling, considering e.g. XR capacity benefits.
Proposal 2: study the possibility for the BSR to also convey time-information of buffered data that would enable more efficient latency-aware gNB uplink scheduling to boost the uplink XR capacity.
Proposal 3: allow the reporting of the long BSR even when only one bearer has data buffered.
Proposal 4: a periodic BSR is triggered when the ON-DURATION is started, or a regular BSR is triggered when a grant is received and the UE has fresh data buffered.
Proposal 5: investigate blind retransmissions of RLC PDUs.
The contributions has also observed the following:
Observation: RRM measurements might severely impacts XR capacity.
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