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[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]1	Introduction
In [1], the third objective is to study the benefit and potential solutions for multi-path support to enhance reliability and throughput (e.g., by switching among or utilizing the multiple paths simultaneously) in the following scenarios
A. A UE is connected to the same gNB using one direct path and one indirect path via 1) Layer-2 UE-to-Network relay, or 2) via another UE (where the UE-UE inter-connection is assumed to be ideal), where the solutions for 1) are to be reused for 2) without precluding the possibility of excluding a part of the solutions which is unnecessary for the operation for 2).
Note 3A: Study on the benefit and potential solutions are to be completed in RAN#98 which will decide whether/how to start the normative work.
Note 3B: UE-to-Network relay in scenario 1 reuses the Rel-17 solution as the baseline.
Note 3C: Support of Layer-3 UE-to-Network relay in multi-path scenario is assumed to have no RAN impact and the work and solutions are subject to SA2 to progress.
This paper will mainly focus on scenarios, benefits and radio protocol of multipath.
[bookmark: OLE_LINK41][bookmark: OLE_LINK24][bookmark: OLE_LINK17][bookmark: OLE_LINK16]2	Discussion
2.1	Scenarios
In the WID [1], it says “A UE is connected to the same gNB using one direct path and one indirect path”. From our point of view, it means that only one cell is assumed for direct path, we don’t consider a cell group for the same gNB. In the meanwhile, only one Relay UE is assumed for indirect path as Figure 1.
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Figure 1: Multipath scenario
Proposal 1: In multipath scenario, one cell is considered for direct path, one relay UE is considered for indirect path.
2.2	Benefit
We first discuss what benefit we can get when multipath is enabled before we go into details of solutions for multipath.
2.2.1	Reliability
[bookmark: _Hlk110901472]We show the reliability benefit from multipath compared with single direct path and single indirect path cases. Without loss of generality, we assume that transmitter sends the same content to the receiver via both direct path and indirect path, the successful probability from end receiver point of view is shown below.
[image: ]
Figure 2: Successful probability of difference cases
From above the results, it is easier to observe that successful probability of multipath case is better than the other two single path cases, because once the single path fails, there is still another path in multipath scenario can successfully deliver the data to the end receiver. One possible triggering condition to establish multipath can be when required reliability for remote UE is above a certain threshold. Similar mechanism such as PDCP duplication can be reused, the details can be discussed in WI phase.
Observation 1: Reliability gain can be provided by sending same content over direct path and indirect path simultaneously.
Proposal 2: RAN2 to study detail mechanism of reliability enhancement in WI phase.
2.2.2	Throughput
In [1] Note 3B, it said that we start from Rel-17 solution and discuss potential solution to enhance throughput. In Rel-17, companies already provide lots of comments how to enhance relay (re)selection [2]. Based on our SLS evulations, consider loading information indeed provides additional throughput gain for U2N Remote UE. The loading is defined as number of U2N Remote UE divided by number of U2N Relay UE, i.e., how many U2N Remote UE one U2N Relay UE served in average. We can observe that when the loading is low (at the left most bar), the loading is the smallest (0.45), which can provide the largest throughput gain for U2N Remote UE. As the loading increases, the throughput gain diminishes. The simulation settings and parameters are put in the appendix. We don’t need to repart all the discussions in Rel-17, we can start from the results [2] related to relay load discussion in Rel-17.

Figure 3: Throughput gain when loading is considered as relay (re)selection criteria
Observation 2: Additional criterion (i.e., relay load) for relay (re)selection can provide 7%~15% throughput enhancement for U2N Remote UE.
Proposal 3: Additional criterion (i.e., relay load) for relay (re)selection is considered as throughput enhancement mechanism.
In Rel-17, an U2N Remote UE is allowed to connect to the gNB via only either direct path or indirect path, if the U2N Remote UE wants to switch to the other path, procedure of Figure 16.12.6.1-1 and 16.12.6.2-1 in TS 38.300 should be followed. During the procedure, the U2N Remote UE will stop UP and CP transmission unitl reception of RRCReconfiguration message from the gNB. From throughput point of view, there is loss during that procedure. A multipath mechanism can minimize the throughput loss because the transmitter can utilize the other path in next TTI immediately, no need to stop transmission due to switch procedure in Rel-17. A throughput (TputDS) example of dynamic switching among multiple paths is shown as in Figure 4, which is roughly the envelope of direct path throughput and indirect throughput, i.e., the max instantaneous throughput of direct path throughput and indirect throughput.
[image: ]
Figure 4: Illustration of throughput impact
Also from Figure 4, it is obviously that by utilizing multiple paths simultaneously via different resource can aggregate both direct path throughtput and indirect path throughput together. From higher layer (PDCP layer) perspective, the simultaneous transmission may be supported by either physical layer TDM switching or physical layer FDM scheduling. It works for both intra-frequency and inter-frequency based operation. Possible triggering condition to establish multipath can be when data buffer size above a certain threshold.
Besides above qualitative analysis, we also have some numerical results to justify the benefit of multipath, we evaluate the special cases that both direct path and indirect path with the same frequencies with dynamic path switch mechanism compared with the Rel-17 single path baseline solution.

Figure 5: Throughput gain of dynamic path switch mechanism (loading is considered as well)
From Figure 5, we observe that dynamic path switch mechanism can provide additional ~40% throughput gain for U2N Remote UE under the case with same frequency of multipath. The same frequency case might introduce additional cross-path interference, but even in this case, there are still ~40% throughput gain. It is obviously that the throughput gain could be more under the different frequencies cases.
Observation 3: Additional 40% throughput gain is observed with smart path switch mechanism.
In order to get throughput gain for U2N Remote UE, detail reporting on CQI, or MCS estimation is needed for throughput optimization. For example, the estimated throughtput between gNB and Relay UE, the estimation can based on Uu-RSRP or used MCS between gNB and Relay UE.
Proposal 4: RAN2 study the details (i.e., what kinds of reporting are needed) of path switch mechanism, e.g., Estimated throughput between gNB and Relay UE from Relay UE, it can be Uu-RSRP between gNB and Relay UE or used MCS between gNB and Relay UE.
Ideal UE-UE inter-connection is also mentioned in the third objective, we also show the case when there is ideal inter-connection between two UEs, not sidelink. The ideal means that no transmission error and latency, we compare the ideal case with the case when UE and UE are connected vi sidelink, which has transmission error and latency. The UPT results are shown in Figure 7. The results are obviously that ideal case would perform better than sidelink connection case, because there is no error and latency are included.
Observation 4: Ideal UE-UE connection performs better that sidelink connection case.
However, it is not clear to us that what is the spec impact, therefore, we suggest to leverage works from sidelink case (i.e., non-ideal case) as much as possible after it has some progresses.
Proposal 5: RAN2 study the ideal UE-UE inter-connection case after the non-ideal case has progressed.

Figure 6: Throughput CDF of ideal and sidelink connection between two UEs.

2.3	Radio Protocol Structure
Rel-17 had defined protocol stacks for L2 U2N Relay architecture. The Uu SDAP, PDCP and RRC are terminated between L2 U2N Remote UE and gNB, while SRAP, RLC, MAC and PHY are terminated in each hop (i.e. the link between L2 U2N Remote UE and L2 U2N Relay UE and the link between L2 U2N Relay UE and the gNB). The SRAP sublayer is present over Uu hop for both DL and UL. The multipath is realized via that UE connects to the same gNB with one direct path and one indirect path. From DL point of view, first connectivity is direct path (i.e., DL) and second connectivity is indirect path (i.e., DL + SL). Similar from UL point of view, first connectivity is direct path (i.e., UL) and second connectivity is indirect path (i.e., SL + UL).
The U2N Remote UE is configured with two MAC entities: one MAC entity for the Uu interface (direct path) and one MAC entity for the PC5 interface (indirect path). The gNB is configured with two MAC entities: one MAC entity for the Uu interface (direct path) to U2N Remote UE and one MAC entity for the Uu interface (indirect path) to U2N Relay UE.
The most basic radio protocol is that one RB over direct path, another RB over indirect path. Other solutions like split RB are also possible radio protocol options for multipath. We provide two different split options for multipath, one is PDCP split, the other one is SRAP split.
For PDCP split option: PDCP layer is responsible for the data split and aggregation. For Tx, the data from PDCP is split and goes to both SRAP (for indirect path) and RLC (for direct path), with the SRAP associated a RLC entity for indirect path. For Rx, the data from both SRAP (for indirect path) and RLC(for direct path), are aggregated as shown in Figure 7.
For SRAP split option: SRAP layer is responsible for the data split and aggregation. For Tx, the data from SRAP is split and goes to indirect path RLC and direct path RLC, with the SRAP associated with two RLC entities for both direct and indirect path. For Rx, the data from indirect path RLC and direct path RLC, are aggregated as shown in Figure 8.
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Figure 7: PDCP split radio protocol stack for multipath
[image: ]
Figure 8: SRAP split radio protocol stack for multipath
We analyze both split options on their impact and pros and cons in Table 1.
Table 1: Analysis on PDCP split and SRAP split
	
	PDCP split
	SRAP split

	Functions/impacts in PDCP spec
	· Data split to and aggregation from different layers (SRAP and RLC)
· Duplication and detection
· PDCP PDU routing should be enhanced for relaying branch
	· Duplication and detection

	Functions/impacts in SRAP spec
	· A “blank” Uu SRAP function block may be needed for an unified model.
	· DL from gNB: Data split to and aggregation from same layers (Uu RLC and Uu RLC)
· UL from Remote UE: Data split to and aggregation from same layers (PC5 RLC and Uu RLC)
· In-order delivery might be needed as well as sequence number


Proposal 6: RAN2 to study protocol architecture to enable multipath support for U2N Remote UE.
· Option-0: No split
· Option-1: PDCP split and aggregation based
· Option-2: SRAP split and aggregation based
3	Conclusion
We have the following observations and proposals:
Observation 1: Reliability gain can be provided by sending same content over direct path and indirect path simultaneously.
Observation 2: Additional criterion (i.e., relay load) for relay (re)selection can provide 7%~15% throughput enhancement for U2N Remote UE.
Observation 3: Additional 40% throughput gain is observed with smart path switch mechanism.
Observation 4: Ideal UE-UE connection performs better that sidelink connection case.
Proposal 1: In multipath scenario, one cell is considered for direct path, one relay UE is considered for indirect path.
Proposal 2: RAN2 to study detail mechanism of reliability enhancement in WI phase.
Proposal 3: Additional criterion (i.e., relay load) for relay (re)selection is considered as throughput enhancement mechanism.
Proposal 4: RAN2 study the details (i.e., what kinds of reporting are needed) of path switch mechanism, e.g., Estimated throughput between gNB and Relay UE from Relay UE, it can be Uu-RSRP between gNB and Relay UE or used MCS between gNB and Relay UE.
Proposal 5: RAN2 study the ideal UE-UE inter-connection case after the non-ideal case has progressed.
Proposal 6: RAN2 to study protocol architecture to enable multipath support for U2N Remote UE.
· Option-0: No split
· Option-1: PDCP split and aggregation based
· Option-2: SRAP split and aggregation based
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5	Appendix
	Parameters
	Values

	Inter-BS distance
	500m

	Min distance
	Minimum distance between UE and UE: 10m
Minimum distance between Macro Cell and UE: 35m

	Carrier frequency
	FR1: 3.5GHz (gNB and relay work on the same frequency)

	Duplex mode
	TDD

	system bandwidth
	100 MHz

	Simulation bandwidth
	100 MHz

	BS antenna height
	Macro Cell: 25m

	BS receiver noise figure
	Macro Cell: 5dB

	UE receiver noise figure
	9dB

	UE receiver
	MMSE-IRC as the baseline receiver. Note: Advanced receiver is not precluded.

	Path loss model
	Below 6GHz:
- Macro-to-UE: 3D UMa
- Micro-to-UE: 3D UMi
- Macro-to-Micro: 3D UMa (hUE =10m)
- Micro-to-Micro: 3D UMi (hUE =10m)
· UE-to-UE: A.2.1.2 in TR36.843(***), penetration loss between UEs follows Table A.2.1-13 of TR38.802 

	UE distribution
	[10] users per macro sector
[Macro] UEs are dropped independently with uniform distribution.
· 100% outdoor (30km/h)
*Only Remote UE and Relay UE is considered, legacy UE is excluded in this simulation

	BS antenna configuration
	· (M,N,P,Mg,Ng,Mp,Np) = (4,8,2,1,1,2,8)

	UE antenna configuration
	· (M,N,P,Mg,Ng) = (2,1,2,1,1)

	Cell selection criteria
	Legacy UE uses RSRP to select gNB directly 
Relay UE uses RSRP to select gNB directly (Only consider single hop relay for now) 
Remote UE uses RSRP to select Relay UE directly (only consider single hop relay for now)
[Enh] Consider backhaul RSRP and connected UE number for better relay selection

	Traffic model
	FTP Model 3 (UL only)
*Only remote UE has traffic in the simulation
For baseline, we will select the same remote UE as the relay case to assign the traffic

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	BS TX Power
	Macro cell: 44dBm

	UE TX Power 
	23dBm

	Relay duplex mode
	Full-Duplex / Half Duplex

	ThreshHighRelay
	-40 dBm

	ThreshLowRelay
	-90~-94 dBm

	ThreshHighRemote
	-90~-94 dBm

	MultiPath Resource Allocation
	TDM



Tput Gain	
0.45454545454545453	0.58823529411764708	0.83333333333333337	1.8	2.7	0.15671140939597308	0.11100447856685845	0.10658307210031344	0.10450563204004995	7.7179176755448067E-2	Loading


Tput Gain (%)




Tput Gain	
0.45454545454545453	0.58823529411764708	0.83333333333333337	1.8	2.7	0.56375838926174493	0.5099168266154831	0.48056426332288399	0.47778473091364193	0.4555084745762713	Loading


Tput Gain (%)




UPT given FTP traffic (RU = 20% )

[path switching]	2.42	3.11	3.86	4.4800000000000004	5.95	7.31	9.75	12.2	13.99	15.59	20.5	29.81	50	72.44	87.62	110.42	118.35	124.13	129.21	133.33000000000001	0.05	0.1	0.15	0.2	0.25	0.3	0.35	0.4	0.45	0.5	0.55000000000000004	0.6	0.65	0.7	0.75	0.8	0.85	0.9	0.95	1	[path switching] [ideal]	10.039999999999999	13.98	14.93	20.25	26	38.29	49.36	68.28	78.19	87.17	96.79	106.29	120.49	123.88	126.29	128.04	129.61000000000001	132.86000000000001	142.08000000000001	150.21	0.05	0.1	0.15	0.2	0.25	0.3	0.35	0.4	0.45	0.5	0.55000000000000004	0.6	0.65	0.7	0.75	0.8	0.85	0.9	0.95	1	UE UPT (Mbps)


CDF
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