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Introduction
During RAN#94 meeting, R18 NR sidelink relay enhancements WI was approved [1]. According to the WID, one of the objectives is to study the benefits and potential solutions for multi-path support to enhance reliability and throughput as shown below. In this paper, we will discuss the potential scenarios for multi-path relaying and analyze the RAN2 impacts.  
	3. Study the benefit and potential solutions for multi-path support to enhance reliability and throughput (e.g., by switching among or utilizing the multiple paths simultaneously) in the following scenarios [RAN2, RAN3]:
A. A UE is connected to the same gNB using one direct path and one indirect path via 1) Layer-2 UE-to-Network relay, or 2) via another UE (where the UE-UE inter-connection is assumed to be ideal), where the solutions for 1) are to be reused for 2) without precluding the possibility of excluding a part of the solutions which is unnecessary for the operation for 2).
Note 3A: Study on the benefit and potential solutions are to be completed in RAN#98 which will decide whether/how to start the normative work.
Note 3B: UE-to-Network relay in scenario 1 reuses the Rel-17 solution as the baseline. 
Note 3C: Support of Layer-3 UE-to-Network relay in multi-path scenario is assumed to have no RAN impact and the work and solutions are subject to SA2 to progress.



Discussion
Multi-path scenarios
According to [1], the multi-path support may be divided into the following two scenarios: multi-path based on L2 U2N relay and multi-path based on UE aggregation.  
· Multi-path based on L2 U2N relay
In this scenario, the remote UE1 is connected to the same gNB via a direct path and indirect path. The indirect path is based on L2 U2N relay UE2 as shown in Figure 1(a). PC5 connection is setup between the remote UE1 and relay UE2. This scenario has a potential to improve the reliability/robustness as well as throughput. 
· Multi-path based on UE aggregation
As shown in Figure 1(b), the anchor UE1 is connected to the same gNB via direct path and via another aggregation UE2 using a non-standardized UE-UE interconnection. Here the anchor UE denotes the UE originating the data traffic while the aggregation UE denotes the UE who forwards the traffic for anchor UE. UE aggregation aims to provide applications requiring high UL bitrates on 5G terminals, in cases when normal UEs are too limited by UL UE transmission power to achieve required bitrate, especially at the edge of a cell. Additionally, UE aggregation can improve the reliability, stability and reduce delay of services.


Figure 1 Illustration of multi-path scenarios
Although same gNB is required for the direct path and indirect path, the direct and indirect path may be connected to the same cell or different cells as shown in Figure 2. Suppose UE1 is the remote/anchor UE while UE2 is the relay UE/aggregation UE, UE1 and UE2 may be interconnected via PC5 or internal interface. UE1 and UE2 may be served by the same cell (Figure 2a) or different cells (Figure 2b). 


Figure 2 Illustration of intra-DU and inter-DU multi-path
Proposal 1: Both intra-cell and inter-cell multi-path relaying should be considered.
Granularity of multi-path delivery
As we mentioned before, the multi-path relaying is used to improve the throughput as well as the reliability. In this sense, both the DRB and SRB of remote/anchor UE can be considered for the multi-path relaying. Moreover, different granularity of multi-path delivery of remote/anchor UE’s traffic may be considered:
· The traffic of different RBs is delivered via different paths
Suppose remote/anchor UE is configured with DRB1 and DRB2, the data traffic of DRB1 can be delivered via direct path while the data traffic of DRB2 can be delivered via indirect path, or vice versa. Similarly, the remote/anchor UE’s SRB1 may be delivered via direct path while the SRB2 is delivered via indirect path. 
· The split/duplicated traffic from one RB is delivered via different paths
The data split and data duplication may be enabled for remote/anchor UE’s RB. In this case, the split/duplicated packets can be delivered via the direct and indirect path respectively.
Proposal 2: Both DRB and SRB of remote/anchor UE can be considered for the multi-path transmission.
Proposal 3: The multi-path delivery of remote/anchor UE’s traffic may include two cases: 1) the traffic from different RBs is delivered via different paths; 2) the traffic from one RB is split/duplicated and delivered via different paths.
Protocol stack for the multi-path
Generally speaking, the Uu protocol stack for the direct path can reuse that of normal UE. With regard to the indirect path, the potential user plane protocol stack is presented in Figure 3. As shown in Figure 3(a), the user plane protocol stack of R17 L2 U2N relay can be leveraged for the L2 U2N relay based multi-path scenario. For user plane protocol stack of UE aggregation based indirect path, similar design can be considered. For example, the adapt layer may be placed over RLC sublayer at the Uu interface between aggregation UE and gNB. Similar to the SRAP sub-header, the adapt layer sub-header may includes the anchor UE’s Uu RB ID and the anchor UE ID. The Uu SDAP/PDCP are terminated between anchor UE and gNB. The Uu RLC, MAC and PHY are terminated between aggregation UE and gNB while non-specified interface is used between anchor UE and aggregation UE. Actually, the adapt layer can be used to support the n:1 bearer mapping between remote/anchor UE’s DRB and Uu RLC channel. If the 1:1 bearer mapping between remote/anchor UE’s DRB and Uu RLC channel is assumed, the adapt layer can be removed.


Proposal 4: The protocol stack of R17 L2 U2N relay can be reused as baseline for the indirect path.
Proposal 5: RAN2 to discuss whether the Uu adapt layer should be supported for the indirect path of UE aggregation. 
In addition to the R17 U2N relay like protocol stack, the DAPS like protocol stack may be considered for UE aggregation. For a given RB configured with DAPS like aggregation, separate RLC, MAC and PHY layer are terminated between anchor/aggregation UE and gNB. Moreover, anchor/aggregation UE has its own PDCP funtion with separate security and ROHC functions for the RB. Furthermore, the anchor UE may maintain common UL PDCP SN allocation function, and maintain common DL reordering, duplicate detection and discard, and PDCP SDUs in-sequence delivery to upper layers. The benefit for this protocol stack is that not only the radio capability but also the computing capability can be offloaded to the aggregation UE. 


Figure 5 DAPS like protocol stack for UE aggregation
Proposal 6: RAN2 to consider the DAPS like protocol stack for UE aggregation. 
Multiple path discovery and configuration
For the R17 L2 U2N relay, remote UE can only connect to a relay UE or gNB, not both. In order to support the multi-path relaying in R18, the remote UE should be configured to measure and report the channel condition of served/neighboring cells and neighboring relay UEs. As we know, the measurement and report of neighboring relay UE has been specified in R17, which can be used as baseline for the indirect path discovery in L2 U2N relay based multi-path relaying. Based on the remote UE’s measurement report, gNB may determine whether multiple paths are available. In addition, gNB determine whether multi-path should be configured for remote UE based on the QoS requirements of remote UE. 
When it comes to the UE aggregation scenario, anchor UE may detect the candidate aggregation UE via non-standardized UE-UE interconnection. It means that the aggregation UE discovery can be up to UE implementation. However, it is still necessary to report the candidate aggregation UE to gNB, which may assist the gNB to determine the potential UEs for aggregation operation. On the other hand, it is not clear if the gNB can get the the candidate aggregation UE’s information from AMF as part of the anchor UE’s context. If yes, the gNB may be aware of the potential candidate aggregation UE based on the UE context. As we can see, this requires the coordination with SA2. 
Proposal 7: To support the multi-path relaying, gNB may get the candidate relay/aggregation UE’s information from remote/anchor UE report. It is FFS if the gNB get the candidate aggregation UE’s information from 5GC. 
As we know, the concept of primary path and secondary path is introduced for the data split/ duplication operation in DC scenario. With the data split as an example, if the total amount of PDCP data volume and RLC data volume pending for initial transmission is smaller than ul-DataSplitThreshold, the primary path is used. Otherwise, both primary path and secondary path may be used. In addition, the BSR report is usually associated with the primary path. When it comes to the multi-path relaying, it is FFS if the concept of primary path and secondary path should be introduced. 
Proposal 8: Suppose the data split/duplication is supported for multi-path delivery, it is FFS whether primary path and secondary path should be configured for remote/anchor UE. 
The channel condition of UE involved in multi-path relaying may change. The traffic load requirement of remote/anchor UE may also change. Therefore, the multi-path delivery may be reconfigured. To be specific, the following path switch scenarios may be considered as shown in Table 1. 
Table 1 Example path switch scenarios of multi-path relaying
	Path type
	Direct path
	Indirect path
	Direct+indirect path

	Direct path
	NA
	Reuse R17 direct to indirect path switch as baseline
	The indirect path may be added or activated.

	Indirect path
	Reuse R17 indirect to direct path switch as baseline
	NA
	The direct path may be added or activated.

	Direct+indirect path
	The indirect path may be released or deactivated.
	The direct path may be released or deactivated.
	NA


With the path switch from direct path to multiple paths as an example, this can be configured by gNB to add one more path via the RRC signalling on direct path. Before that, gNB need to configure the RLC channel of the relay/aggregation UE for the indirect path. After that, the remote/anchor UE may use the two paths for data split/duplication based transmission. On the other hand, for the multiple path to direct path switch scenario, the gNB may release the indirect path configuration. Considering that the channel condition and traffic load status may change dynamically, it is FFS if the path activation or deactivation should be supported for flexible control.  
Proposal 9: The path switch, such as from single path to multiple paths, or from multiple paths to single path, should be studied. 
Proposal 10: It is FFS if the path activation or deactivation should be supported. 
Service continuity
For the multi-path relaying, the UE may detect the RLF on one path due to channel condition. It is necessary to consider how to ensure the service continuity. On the other hand, the mobility of UE involved in multi-path relaying may also lead to the service continuity issue.  
· RLF handling for a given path
The remote/anchor UE is initially configured with both direct and indirect path. Suppose the remote/anchor UE detect RLF on the direct path or indirect path, it is necessary to consider how to ensure the service continuity. 
For the RLF detected on direct path, it is reasonable for remote/anchor UE to send the direct path failure information to gNB via the indirect path. Upon receiving the direct path failure, gNB may configure the remote/anchor UE to only use indirect path for data transmission/reception. Meanwhile, UE1 may continue to perform RSRP measurement of neighboring cells and send the measurement report to gNB. Suppose the measurement of one intra-gNB cell is good enough, the gNB may configure the UE1 to connect to the cell. 
On the other hand, the relay/aggregation UE may detect RLF of its own Uu interface. In this case, the relay/aggregation UE may inform the remote/anchor UE of the Uu RLF. In addition, the remote UE may detect the PC5 RLF with relay UE or the anchor UE detects the aggregation UE is no longer available. For all these cases, the remote/anchor UE may send the indirect path failure information to gNB via the direct path. Correspondingly, gNB may configure the remote/anchor UE1 to only use direct path or configure new indirect path for data transmission/reception. Moreover, when RLF is detected only on one path, remote/anchor UE may re-route the packet to the other available path. In this way, the service continuity can be ensured. 
Proposal 11: Suppose RLF is detected on one path, It is suggested for relay/anchor UE to report the path failure information to gNB via the other path.
· Mobility handling
[bookmark: _GoBack]For the multi-path relaying based on L2 U2N relay, the remote UE and relay UE may move independently or jointly. For the independent movement scenario, the indirect path of the remote UE may be adjusted depending on the movement. On the other hand, the remote UE may perform handover from one gNB to another gNB. For the joint movement scenario, the group mobility need to be considered. For the UE aggregation scenario, the UEs involved in the aggregation has wireline connection or co-located with each other. In this case, it is reasonable to assume that the UEs are stationary or move together. Therefore, it is natural to consider group handover. Considering the limited time for the multi-path relaying study, it is suggested not to consider the mobility issue of multi-path relaying in R18. 
Proposal 12: Considering the limited time for the multi-path relaying study, it is suggested not to consider the mobility issue of multi-path relaying in R18. 
Conclusion
In this paper, we discussed the potential scenarios for multi-path support and analyze the potential RAN2 impacts. And we have the following proposals:
Proposal 1: Both intra-cell and inter-cell multi-path relaying should be considered.
Proposal 2: Both DRB and SRB of remote/anchor UE can be considered for the multi-path transmission.
Proposal 3: The multi-path delivery of remote/anchor UE’s traffic may include two cases: 1) the traffic from different RBs is delivered via different paths; 2) the traffic from one RB is split/duplicated and delivered via different paths.
Proposal 4: The protocol stack of R17 L2 U2N relay can be reused as baseline for the indirect path.
Proposal 5: RAN2 to discuss whether the Uu adapt layer should be supported for the indirect path of UE aggregation. 
Proposal 6: RAN2 to consider the DAPS like protocol stack for UE aggregation. 
Proposal 7: To support the multi-path relaying, gNB may get the candidate relay/aggregation UE’s information from remote/anchor UE report. It is FFS if the gNB get the candidate aggregation UE’s information from 5GC. 
Proposal 8: Suppose the data split/duplication is supported for multi-path delivery, it is FFS whether primary path and secondary path should be configured for remote/anchor UE. 
Proposal 9: The path switch, such as from single path to multiple paths, or from multiple paths to single path, should be studied. 
Proposal 10: It is FFS if the path activation or deactivation should be supported. 
Proposal 11: Suppose RLF is detected on one path, It is suggested for relay/anchor UE to report the path failure information to gNB via the other path.
Proposal 12: Considering the limited time for the multi-path relaying study, it is suggested not to consider the mobility issue of multi-path relaying in R18. 
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(a) User plane protocol stack for L2 U2N relay based indirect path

(b) User plane protocol stack for UE aggregation based indirect path
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