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1  Introduction

During the RANP #96, a new WID [1] on Mobile IAB was agreed, with the following objectives,

	· Define Procedures for migration/topology adaptation to enable IAB-node mobility, including inter-donor migration of the entire mobile IAB-node (full migration) [RAN3, RAN2]

· Enhancements for mobility of an IAB-node together with its served UEs, including aspects related to group mobility. No optimizations for the targeting of surrounding UEs. [RAN3, RAN2]

Note: Solutions should avoid touching upon topics where Rel-17 discussions already occurred and where the topic was excluded from Rel-17, except for enhancements that are specific to IAB-node mobility.

· Mitigation of interference due to IAB-node mobility, including the avoidance of potential reference and control signal collisions (e.g. PCI, RACH). [RAN3, RAN2]

Note: At the beginning of the work period, RAN3, RAN2 should discuss the potential complexity of a scenario where a mobile IAB node connects to a stationary (intermediate) IAB node, with respect to the scenario where a mobile IAB node connects directly to an IAB-donor.


This contribution mainly focuses on the full migration and interference mitigation for R18 Mobile IAB.

2  Discussion

2.1 Full migration

2.1.1 Alternative of the logical DUs

In R17, for full migration, the following two implementation alternatives have been proposed in RAN3 #112-e [2] for the two logical DUs in the same IAB node,

The following two implementation alternatives, which involve two logical IAB-DUs at the boundary IAB node, are to be further discussed in the scope of Full Migration:

- Alt1: the two logical DUs use separate physical cell resources

- Alt2: the two logical DUs use the same physical cell resources
Considering that the issue of how to include the two logical DUs in the same IAB node may have impacts on other WGs (RAN1/2/4), RAN3 had sent LS (R3-212981) to these WGs to seek some input about the impact analysis of the two alternatives.

Based on the Reply LSs from RAN1/2/4, it is summarized as follows,

· RAN2 reply in R2-2109143 [3],

· Alt1 might be a viable a candidate solution, pending standards impact analysis as outlined above.

· Regarding Alt2, several potential issues have been raised in RAN2. Moreover, Alt2 requires co-ordination across multiple WGs.

· RAN1 reply in R1-2108529 [4],

· RAN1 has not identified any technical issues for Alt1.

· For Alt2, RAN1 has not reached consensus on how the two logical DUs share the same physical cell resources.

· It is RAN1's understanding that the feasibility of Alt2 is dependent on whether HO can be performed without negatively impacting legacy UEs, regardless if the same or different PCIs are used for the two DUs.

· RAN4 reply in R4-2115354 [5],

· Alternative 1 can be supported without impact to RAN4 specification TS 38.133.

Given the summarization of the above Reply LSs (where alt.1 is clearly more agreeable), it is proposed, 

Proposal 1a: RAN2 assume that the two logical DUs are operated on different cells and use separate physical resources, which may co-exist at the same time during full migration (i.e., the alt.1 in R17 discussion).

More specifically, according to the reply LS from RAN1 [4], for the implementation of Alt.1, we have,

	For Alt1, RAN1 understands that the separate physical cell resources used by the two logical DUs may refer to different carriers, or orthogonal time and frequency resources of the same carrier. 


However, more details should be further clarified by RAN1 for the separate physical cell resources, which is highly relevant to the mobile IAB-DU configurations.

Proposal 1b: How to implement the “separate physical resource” should be clarified by RAN1.

2.1.2 BAP impact from logical DU

Furthermore, regarding the two logical DUs, there are still some issues to be addressed in BAP to support full migration.

· Issue #1: How many sets of configurations will be retained on the IAB-MT at the boundary node?

Regardless of the migration sequence, there is only one IAB-MT but with two logical DUs controlled by different CUs at the boundary node at a time. Then, two logical DUs may receive two sets of F1AP configurations from different CUs. Then how many sets of BAP configurations will be retained on the IAB-MT side should be discussed. The key point is whether IAB-MT BAP configuration needs to differentiate the ones from CU1 and the other ones from CU2.

· Issue #2: How does the BAP at IAB-MT differentiate the DL traffic to each collocated logical DU?
Since the two logical DUs can maintain their F1 interfaces to two different IAB-donor-CUs simultaneously, if the mobile IAB-MT receives a DL BAP PDU which contains the mobile IAB node’s BAP address, and the corresponding BAP SDU should be delivered to the upper layer of the IAB-MT’s BAP layer, the BAP entity at the boundary IAB-MT should know to which logical DU the BAP SDU is to be delivered. It is still unclear how the BAP entity at the boundary IAB-MT differentiates the DL traffic to which of the two different logical DUs. Some options based on BAP addresses allocated by different CUs or based on the IP address of different CUs can be considered.

Based on the above analysis, it is proposed following for further RAN2 discussion as the open issues.

Proposal 2: RAN2 to discuss the BAP impacts by using the two logical DUs in full migration:

· Whether the two logical DUs share the same BAP configuration at the IAB-MT side, including the RRC configured and F1AP configured BAP configuration;  

· How the mobile IAB-MT differentiates the DL BAP data to the corresponding logical DU;

2.2 Interference mitigation

2.2.1 PCI collision

For PCI collision, according to TS 38.401 [6], we have “The gNB-DU and its cells are configured by OAM in the F1 pre-operational state.” That is, the PCI is preconfigured by the OAM. Therefore, in the case of a fixed track scenario, such as public transportation, the OAM can know in advance the neighboring cells that the mobile IAB node will pass through. OAM can allocate appropriate PCIs to mobile IAB cells without conflicting with neighboring cells along the route.

Proposal 3a: In some scenarios, OAM implementation can avoid the PCI collision for a mobile IAB-node.

The preceding describes the scenario where PCIs are preset and remain unchanged. However, for more general cases, PCI changes may be necessary to avoid conflicts, especially for the non-fixed route of mobile IAB, where it is hard for OAM to predict the potential PCI collision. And some standard solutions for “PCI changes” may be required.

Proposal 3b: For scenarios where PCI collision cannot be avoided by OAM, RAN2 assume the PCI of mobile IAB-DU may change during the movement, and should work on the “PCI changing” solutions.

On the other side, for full migration, in case the logical DU concept is adopted, UE will perform HO from one cell to another cell with a different PCI. And the PCI of the cell to be activated under the logical DU can be reconfigured during the F1 setup process [7] to prevent the PCI conflict.

While for inter-CU partial migration and intra-CU migration, the F1 connection between the IAB-DU and Donor-CU remains unchanged. Donor-CU can allocate appropriate PCIs to newly activated cells under the same IAB-DU. Similar to full migration, UE can be handed over to the new cell to avoid conflict.

The intention is to avoid the potential data interruption of served UEs due to the PCI update in connected state. This is because the PCI update is considered as cell reboot for UE. While it is a non-data loss procedure for UE to be handed over from one cell with PCI-1 to another cell with PCI-2.

Proposal 4: In case mobile IAB needs to update PCI due to collision, to avoid the impact/interruption on its served UEs, NW uses the handover procedure to switch the UEs to the new cell using this updated PCI.

2.2.2 RACH collision

Referring to the R17 discussion, the “IAB RESOURCE COORDINATION” procedure has been introduced to exchange the semi-static radio resource configuration pertaining to a boundary IAB-node, between the F1-terminating IAB-donor-CU and the non-F1-terminating IAB-donor-CU, for the purpose of resource multiplexing, of which the “RACH Config Common IAB” IE and “RACH Config Common” IE is included. And relevant enhancement has also been aligned in the F1AP “GNB-DU RESOURCE CONFIGURATION” procedure.
Given the above analysis, RACH collision, if exists, may be addressed by the existing resource coordination procedure. In addition, other physical resource configurations may conflict due to mobility, and more details may need to be checked with RAN1.

Therefore, it is proposed to first identify if there is a case of RACH and other physical resource collision in mobile IAB.

Proposal 5: Considering the R17 resource coordination procedure, RAN2 discuss whether the RACH resource configuration of the Mobile IAB (or any other physical resource configuration) may conflict with the neighbour cells during the movement and send an LS to RAN1 to check if needed.

2.2.3 TAC issue

According to the Key issue #6 in [8], during the movement of an IAB-node, whether the TAC broadcast by the IAB-node changes is critical and may have RAN impacts. The following discusses the UE and RAN impacts in the case of fixed TACs and dynamic TACs.

· Fixed TAC 

If the mobile IAB node broadcasts a fixed TAC, it means that the fixed TAC cannot represent the geographical location of the UE. The potential impacts are summarized below,

· UE impacts:

On-board UEs:

The UEs will not initiate Mobility Registration Update caused by TA change outside the RA. It may cause the CN with ambiguity on the UE’s latest AMF.

Surrounding UEs:

When the IAB node moves to an area where the surrounding UEs camp on macro base stations and the UEs detect a new cell that broadcasts a new TAC, the UEs consider that they move to a new TA outside the RA and will initiate a mobility registration update. When the IAB node continues to move for a long distance, surrounding UEs cannot detect the IAB cell and then camp on cells of macro base stations that broadcast different TACs. The UEs may have to initiate the Mobility Registration Update again.

· RAN impacts:

When the mobile IAB-DU configured with a fixed TAC performs the F1 setup procedure, the donor gNB shall perform gNB Configuration Update towards 5GC to add the TAI supported by the mobile IAB node into the TA list of donor gNB. Similarly, when the mobile IAB node releases the F1 connection, the donor gNB shall perform gNB Configuration Update towards 5GC to delete the TAC supported by the mobile IAB node from the TA list of donor gNB.

· Dynamic TAC 

For the mobile IAB node broadcasting dynamic TAC, it means that the TAC is associated with the physical location of the mobile IAB node. The potential impacts are summarized below,

· UE impacts:

On-board UEs:

Signalling overhead of frequent Mobility Registration Update initiated by UE when UE detects it is entering a TA that is not in the RA.

Surrounding UEs:

If the mobile IAB node broadcasts a TAC related to the actual physical location, the surrounding UEs may not trigger Mobility Registration Update if this TAC is within the RA. 

· RAN impacts:

Since TACs are preconfigured by OAM, RAN-based solutions may be required to support dynamic TACs.

Observation 1: It should be further discussed by SA2 on pros and cons of fixed TAC (e.g. the issue of frequent TAU for on-board UEs) and dynamic TAC (e.g. the issue of not knowing the exact AMF of on-board UEs).

Based on the above analysis, further confirmation from SA2 is necessary before making any conclusion at RAN2. And it is proposed,

Proposal 6: RAN2 should wait for the SA2 conclusion on the TAC issue for mobile IAB-DU during mobility (i.e., fixed TAC vs. changed TAC).

2.3 UL flow control for mobile IAB

For R16/17 IAB, only DL HbH flow control is supported. To further enhance the multi-hop performance, the UL HbH flow control should be considered in R18.

This enhancement is particularly useful in mobile IAB cases, considering the served UEs are handed over together with the mobile node. After the mobile HO, the sudden UL traffic from served UEs will consume the BH link resources between the mobile IAB-node and its parent node. Potential UL congestion mitigation requires more granular feedback information per BH RLC and/or per routing ID. It will help the mobile IAB to control the UL transmission at each BH RLC/routing ID level, rather than just throttling the traffic per BH link level based on the scheduled UL grant.

Observation 2: The UL traffic burst from the mobile IAB-MT to its target parent IAB-node may cause UL congestion, due to the migration of a large number of served UEs together with the mobile IAB.

In addition, the spec impact is quite less, since the DL flow control BAP control PDU format can be reused.

Observation 3: Only a minor BAP spec update is needed to clarify that the legacy DL flow control BAP control PDU can be applied to UL. 

Proposal 7: Consider to introduce the UL HbH flow control BAP control PDU in R18.

3  Conclusion

This paper mainly discusses the full migration and interference mitigation, and the following proposals are provided,
Observation 1: It should be further discussed by SA2 on pros and cons of fixed TAC (e.g. the issue of frequent TAU for on-board UEs) and dynamic TAC (e.g. the issue of not knowing the exact AMF of on-board UEs).

Observation 2: The UL traffic burst from the mobile IAB-MT to its target parent IAB-node may cause UL congestion, due to the migration of a large number of served UEs together with the mobile IAB.

Observation 3: Only a minor BAP spec update is needed to clarify that the legacy DL flow control BAP control PDU can be applied to UL. 

Full migration

Proposal 1a: RAN2 assume that the two logical DUs are operated on different cells and use separate physical resources, which may co-exist at the same time during full migration (i.e., the alt.1 in R17 discussion).

Proposal 1b: How to implement the “separate physical resource” should be clarified by RAN1.

Proposal 2: RAN2 to discuss the BAP impacts by using the two logical DUs in full migration:

· Whether the two logical DUs share the same BAP configuration at the IAB-MT side, including the RRC configured and F1AP configured BAP configuration;  

· How the mobile IAB-MT differentiates the DL BAP data to the corresponding logical DU;

Interference mitigation
Proposal 3a: In some scenarios, OAM implementation can avoid the PCI collision for a mobile IAB-node.

Proposal 3b: For scenarios where PCI collision cannot be avoided by OAM, RAN2 assume the PCI of mobile IAB-DU may change during the movement, and should work on the “PCI changing” solutions.

Proposal 4: In case mobile IAB needs to update PCI due to collision, to avoid the impact/interruption on its served UEs, NW uses the handover procedure to switch the UEs to the new cell using this updated PCI.

Proposal 5: Considering the R17 resource coordination procedure, RAN2 discuss whether the RACH resource configuration of the Mobile IAB (or any other physical resource configuration) may conflict with the neighbour cells during the movement and send an LS to RAN1 to check if needed.

Proposal 6: RAN2 should wait for the SA2 conclusion on the TAC issue for mobile IAB-DU during mobility (i.e., fixed TAC vs. changed TAC).

UL flow control
Proposal 7: Consider to introduce the UL HbH flow control BAP control PDU in R18.
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