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1. Introduction
[bookmark: Proposal_Pattern_Length]RAN2 will start work on the XR study item for NR Release 18 in this meeting #119e. Prior to this, there has been considerable work done in SA working groups and RAN1 including traffic models, and evaluation methodology etc. Characteristic traits of XR traffic include low latency, high data rates, and enhanced reliability. RAN2 led objective for XR in the SID [1] is on XR-awareness, which is to study and identify characteristics of XR traffic (in both UL and DL), and to identify how XR-specific traffic handling may be achieved using knowledge of QoS metrics, application layer attributes etc. Our companion contribution in [2] identifies the key areas of interest (or issues) to be considered in RAN2 related to this XR study item. In this contribution, we discuss possible solution directions which can be explored in RAN2 to address the identified key areas.
1. Discussion
Key Area A: Exposure and Usage of XR Related Information
Particularly for XR traffic, SA2 has introduced the concept of “PDU set” in TR 23.700-60 as explained in [2], which is a new term currently not recognized by RAN2. A PDU set is a group of packets/PDUs which may be decoded/handled as a whole unit from Application point of view and with some potential dependency between packets of a PDU set and/or among dependent PDU sets. In 5G NR, the finest granularity of QoS differentiation in the PDU session is a QoS Flow, where each QoS Flow is assigned an individual QFI (QoS Flow Indicator). For the case of XR traffic, however, PDU sets may carry different kind of content (e.g. I/B/P frames, or slices/tiles within an I/B/P frame etc), and therefore different/new QoS handling per such group of packets depending on their content (if XR traffic characteristics are known) may be beneficial, for example: 
· It could enhance scheduling efficiency and promote user experience through better suited UE configuration based on finer granularity QoS information (if available).
· It could reduce UE’s power consumption and reduce resource wastage by dropping unnecessary packets (e.g packets belonging to the same PDU set if other necessary packets of that same PDU set are lost).
Observation 1. [bookmark: _Toc110438141][bookmark: _Toc110503285][bookmark: _Toc110525015][bookmark: _Toc110600403][bookmark: _Toc110601588][bookmark: _Toc110867043]Exposure of XR traffic characteristics from CN, such as finer granularity (per PDU or group of PDUs) of QoS information, could be beneficial for RAN to better set UE’s configuration and scheduling.
While this concept of finer (or XR-specific) granularity of QoS is discussed by SA2, it needs to be identified whether/how this QoS information (e.g. per XR packet or per group of XR packets) will be conveyed from CN side to RAN / UE, including whether each packet or group of packets would be marked accordingly, e.g with an additional sub-QFI etc. As we explained in [2], RAN2 should request clarification from SA2 regarding these aspects.
XR traffic awareness information may also be helpful for UE and RAN to be aware of for both intra-PDU-set and inter-PDU set handling as discussed in our companion paper [2], for example periodicity, PDU/PDU-set priority and delay budget, jitter information etc. This XR related information may be known by UE (e.g. from the actual application) and/or by CN (e.g. from the Application Server). 
Observation 2. [bookmark: _Toc110199929][bookmark: _Toc110199954][bookmark: _Toc110257652][bookmark: _Toc110257899][bookmark: _Toc110262537][bookmark: _Toc110336953][bookmark: _Toc110337043][bookmark: _Toc110342144][bookmark: _Toc110363188][bookmark: _Toc110401405][bookmark: _Toc110424389][bookmark: _Toc110438147][bookmark: _Toc110438306][bookmark: _Toc110503287][bookmark: _Toc110525017][bookmark: _Toc110600404][bookmark: _Toc110601589][bookmark: _Toc110867044]XR traffic awareness information available  per PDU or per PDU-set or per burst may be for example in terms of periodicity, priority, jitter, delay, dependency, etc. NOTE: The exact list of XR related information requires coordination with SA2.
Below we discuss the different frequency by which the XR related assistance information may be provided, i.e how often this information may vary and potential methods of how it could be made visible to the UE and/or RAN.

XR Traffic Awareness Information
XR traffic awareness information could be categorized depending on how frequently it varies or changes:
1) Dynamic information that changes over time as the XR traffic is ongoing. This information may change at per packet and/or per group of packets (i.e PDU set) level.
2) Semi-static information that is applicable for a certain period of time.
3) Static information that is specific to XR traffic from a particular application and may only vary among different XR applications.
There can be several ways in which XR related information can be made visible to UE for DL and RAN for UL.
1) Provided via data channel using data headers of existing layers (e.g PDCP) or even a new sublayer and sublayer header could be used for PDU to PDU-set mapping.
2) Provided via control channel through a new or existing control PDU.
3) Provided via feedback from the transmitter or receiver side regarding status of current/ongoing traffic in order to have better operation (e.g. scheduling, prioritization, PDU dropping). 
Observation 3. [bookmark: _Toc109903020][bookmark: _Toc109906502][bookmark: _Toc109906953][bookmark: _Toc109919329][bookmark: _Toc109919629][bookmark: _Toc109982615][bookmark: _Toc110029179][bookmark: _Toc110199898][bookmark: _Toc110199923][bookmark: _Toc110257636][bookmark: _Toc110257900][bookmark: _Toc110262538][bookmark: _Toc110336954][bookmark: _Toc110337044][bookmark: _Toc110342145][bookmark: _Toc110363189][bookmark: _Toc110401406][bookmark: _Toc110424390][bookmark: _Toc110438148][bookmark: _Toc110438307][bookmark: _Toc110503270][bookmark: _Toc110525018][bookmark: _Toc110600405][bookmark: _Toc110601590][bookmark: _Toc110867045]The frequency when the XR traffic awareness information may be available could be: (1) dynamic which changes per PDU or per PDU set level, (2) semi-static which changes after a certain period of time, or (3) static which does not vary for a given application but may vary among different XR applications. Such information can be made visible to the UE for DL and RAN for UL for example, via (1) data channel (e.g using data headers), (2) control channel (e.g control PDU) or (3) in the form of assistance information or feedback for current/ongoing traffic.
Such traffic awareness information could potentially be provided to the gNB from the CN. In addition, the UE could also provide feedback related to UE’s configuration that impacts XR operation e.g. size of allocated UL grants, periodicity/length of C-DRX or traffic activity, SPS/CG related configuration etc., or whether additional robustness (e.g lower MCS, repetition etc) may be required. XR traffic awareness information could also be available at the AS in the UE. For example, the UE could know of such information from application or upper layers. Alternatively, such information could also be estimated by the UE, e.g. based on UE’s knowledge of the XR application, expected traffic and device behavior etc. 
Proposal 1. [bookmark: _Toc110262539][bookmark: _Toc110336955][bookmark: _Toc110337045][bookmark: _Toc110363190][bookmark: _Toc110401407][bookmark: _Toc110342146][bookmark: _Toc110424391][bookmark: _Toc110438149][bookmark: _Toc110438308][bookmark: _Toc110503271][bookmark: _Toc110525024][bookmark: _Toc110600397][bookmark: _Toc110601594][bookmark: _Toc110867049]RAN2 to discuss whether XR traffic awareness information can be available at the AS in the UE (e.g. from application, upper layers, statistical estimation, pre-configuration, etc) and whether the UE also provides  assistance information/feedback to the gNB in addition to the potential XR awareness information from the CN.

Key Area B: Differentiated Handling of Critical Data
[bookmark: _Toc109903026][bookmark: _Toc109906803][bookmark: _Toc109906959]Need and Support for Differentiated Handling of XR Traffic
The nature of XR traffic is that it can include critical and non-critical data. This is similar to NR traffic, however, what makes XR traffic different from NR is that it could be required for a group of packets (i.e PDU set) to be decoded/handled as a whole. This inherent dependency/relation among XR data packets can make certain packets (e.g. those containing I-frames) critical/high-priority with stringent reliability requirements. The QoS flow for XR traffic could be ‘GBR’ and/or non-GBR’ in general [3], however, what may be more important to consider is the handling of critical packets in a suitable manner. Currently NR provides different reliabilities, when required, at the bearer level, however this may not be sufficient to meet the QoS differentiation requirement of XR which might be per packet/PDU or per PDU-set level. . Hence legacy specification which enables different levels of reliability per-radio bearer may not be sufficient for XR traffic. 
[bookmark: _Toc110199899][bookmark: _Toc110199924][bookmark: _Toc110342140][bookmark: _Toc110199932][bookmark: _Toc110199957][bookmark: _Toc110258392][bookmark: _Toc110262533][bookmark: _Toc110337066][bookmark: _Toc110342148][bookmark: _Toc110363177][bookmark: _Toc110401401][bookmark: _Toc110029199][bookmark: _Toc109903028][bookmark: _Toc109906805][bookmark: _Toc109906961][bookmark: _Toc109919339][bookmark: _Toc109919465][bookmark: _Toc109919550][bookmark: _Toc109919636][bookmark: _Toc109982622][bookmark: _Toc109982704][bookmark: _Toc110029200]Different options are possible on how to realize such packet level QoS handling differentiation in CN and in RAN. A key enabler could be XR traffic related information and QoS information available at per packet or per group of packets level from the 5GC side. This issue is also under discussion in SA2 under Key issues 4 and 5 in TR 23.700-60, whereby it is e.g possible that XR data may be assigned to a separate QoS flow , or further separation of critical and non-critical XR data into multiple QoS sub-flows within a QoS flow may be possible.  In our understanding, how XR traffic is mapped onto QoS flow(s) will be decided in SA2. This open point is also discussed in our companion paper [2] as part of proposal 6. In the meantime, we suggest that RAN2 starts discussing RAN centric possible solutions to provide higher reliability to XR required packets (e.g. critical/high-priority ones).
Observation 4. [bookmark: _Toc110525021][bookmark: _Toc110600406][bookmark: _Toc110601591][bookmark: _Toc110867046]XR traffic may have inherent dependency among XR data packets which can make certain packets (e.g those containing I-frames) critical/higher priority with stringent reliability requirements compared to other packets of the same QoS flow.
Observation 5. [bookmark: _Toc110525022][bookmark: _Toc110600407][bookmark: _Toc110601592][bookmark: _Toc110867047]Currently NR provides different reliabilities, when required, at the bearer level, however this may not be sufficient to meet the QoS differentiation requirement of XR which might be per packet/PDU or per PDU-set level. 
Proposal 2. [bookmark: _Toc110438152][bookmark: _Toc110438311][bookmark: _Toc110503274][bookmark: _Toc110525027][bookmark: _Toc110600398][bookmark: _Toc110601595][bookmark: _Toc110867050][bookmark: _Toc109906954][bookmark: _Toc109919330][bookmark: _Toc109919630][bookmark: _Toc109982616][bookmark: _Toc110029182]RAN2 waits for SA2 progress to potentially update 5GC/NR QoS framework to better meet XR specific requirements of differentiated handling. RAN2 studies in parallel RAN centric solutions to provide higher reliability to required XR packets (e.g. critical/high-priority ones). 
Without knowing how/whether legacy QoS may be updated from SA2 side, from RAN side, there are two categories of solutions or approaches which can be pursued or further studied to achieve traffic handling based on the XR characteristics (critical vs non-critical) of the data: 
Approach 1)  Single DRB: Packets requiring different QoS/handling based on XR characteristics that are part of a QoS flow and require re-ordering may be mapped to a single DRB associated with a single PDCP entity and different RLC entities i.e different logical channels.
Approach 2)  Multiple DRBs: If reordering is required across packets of different QoS/handling requirements, these packets may be mapped to multiple DRBs with multiple PDCP entities. Key open aspect to consider here is reordering of the data received from multiple DRBs.
[bookmark: _Toc110029591][bookmark: _Toc110199935][bookmark: _Toc110199960]Below we provide some details for each of the approaches.
Approach 1 – Single DRB
In this approach, a single PDCP entity can be mapped to multiple RLC entities to enable differentiated handling, using multiple logical channels for a single DRB to provide differentiated handling for the different packets of the DRB/QoS flow. It can be assumed that there is at least one RLC UM entity for low latency XR or low reliability traffic, and other RLC entity(ies) which could have acknowledged or unacknowledged mode. Figure 1 below shows that there could be M RLC AM entities and N RLC UM entities as required where .


[bookmark: _Ref110436334]Figure 1: Multiple RLC entities for differentiated handling using a single DRB approach 
[bookmark: _Toc110199937][bookmark: _Toc110199962][bookmark: _Toc110342151]One approach for XR differentiated packet handling for the single DRB could be through RLC entity switching. Different PDCP PDUs could be sent to different RLC entities which may have UM or AM mode i.e. a PDCP PDU could be selectively sent to one or other RLC entity based on a characteristic associated with the data PDU. For example, critical XR data PDUs (those that require higher reliability) could be sent to RLC AM entity, while non-critical or latency sensitive XR data PDUs may be sent to RLC UM entity as shown in Figure 2 below. 


[bookmark: _Ref110436424]Figure 2: Switching between different RLC entities based on XR data characteristics (critical/non-critical)
[bookmark: _Toc110199939][bookmark: _Toc110199964]Another approach to provide higher reliability to critical XR packets could be through selective duplication. A given PDCP PDU or a group of PDCP PDUs (PDU set) could be sent to more than one RLC entities (i.e. duplicated) when required. For XR traffic, given that reliability requirements may differ per PDU or per PDU set level, duplication could be activated per packet, or per group of packets, unlike legacy option, where duplication is activated per DRB. 


Figure 3: Selective PDCP duplication per group of PDUs (i.e PDU set)

Approach 2 – Multiple DRBs
In this approach, differentiated handling of the critical XR packets of a QoS flow can be achieved using multiple DRBs mapped on to multiple PDCP entities. For example, assuming  XR traffic with critical and non-critical kind of packets, two DRBs may be used in order to provide suitable configurations to guarantee the desired reliability levels.
A key issue to consider when using this multiple DRBs approach, is how to ensure reordering among the multiple DRBs. Different solutions are explained below on how it may be feasible to enable this kind of operation.
One solution approach is to define a mechanism in RAN, where the sequence numbering across the multiple DRBs is carried out at the transmitter end, and a reordering process specific to multiple DRBs is carried out at the receiver end as shown in Figure 4. The concept would allow that the critical and non-critical data is separated onto individual DRBs respectively. 


Figure 4: Possible method for reordering packets from multiple DRBs
To achieve this re-ordering, one possible method could be to use a shared or common PDCP SN between the DRBs, where the sequence numbers (SNs) for the packets are allocated in the same sequence as the incoming packets.  This shared SN could allow re-ordering at the receiving end of the packets across the different DRBs. In this option, Transmitter (Tx) side could split or coordinate on which DRB to use specific PDCP SN or specific group or range of PDCP SNs and the Receiver (Rx) side can then perform the re-ordering at the PDCP level across the associated DRBs. This option will have the advantage of no additional overhead or new peer to peer protocol layer as such, however it would require some specification updates on how Tx and Rx side handles the PDCP COUNT and re-ordering. 
Another method to achieve reordering in RAN could be to introduce a new layer (or sub-layer) to add a new SN before splitting the packets or group of packets into the different associated DRBs. At the Rx side, required re-ordering across the different associated DRBs is through these new SNs accordingly. If such a new layer (or sub-layer) were defined, it could include XR related characteristics as part of its header. 
Another solution approach is to assume that application will handle any re-ordering required due to the out of sequence delivery (if it were to happen). Therefore, in this case no new mechanism is defined in RAN to handle potential out of sequence delivery from the use of different DRBs and re-ordering is left to application layer implementation.
In summary, it would be helpful if RAN2 studies potential solution directions to enable differentiated handling and reordering for critical and non-critical XR data considering the approaches just discussed.
Proposal 3. [bookmark: _Toc110600399][bookmark: _Toc110601597][bookmark: _Toc110867051]RAN2 should study potential solution directions to enable differentiated handling and reordering for critical and non-critical XR data. This could be using approach (1) a single DRB and multiple RLC entities and/or different logical channels, or approach (2) multiple DRBs with reordering maintained among the multiple DRBs.

Key Area C: Packet/PDU Dropping
As briefly mentioned in section 2.1 under Key Area A, some XR applications may not be able to decode certain packets if their related ones are lost or corrupted. For example, a video frame may require correct decoding of the I-frame to enable the decoding of sub-sequent P-frames; therefore, if I-frames are lost or corrupted, the transmission of subsequent P-frames over the air interface might be unnecessary. 
[bookmark: _Toc110199902]From SA2 perspective, packet dependency may be intra-PDU-set that is within a PDU set (i.e group of XR traffic PDUs with certain common parameters/characteristics), or inter-PDU-set that is among related PDU-sets. From RAN’s handling perspective, however, both the cases of intra-PDU-set and inter-PDU-set dependency may be handled similarly. That is to say that if a critical subset of data PDUs (subset X) is not successfully delivered or decoded, gNB (or UE) may drop another subset of related/dependent data PDUs (subset Y). Here data PDUs in subset Y could belong to the same PDU set as that of subset X or to a different PDU set.  Maybe one difference could be on how to identify the PDUs to be dropped which at this point is not discussed here as this aspect would depend on SA2 modeling/design. 
For XR kind of traffic, transmitter (Tx) side may decide to drop Y packets based on information provided by receiver (Rx) side or even by application (this decision will depend on SA2 progress and how/what XR related information is received by UE/gNB). For example, if the subset X of data PDUs that is critical are not received successfully by the Rx side, the Rx side can provide remote feedback (application layer level) to the Tx side to trigger the dropping of the related/dependent subset Y of PDUs if the Rx decoder isn’t capable of decoding the remaining PDUs/information without the lost PDUs, or the Tx may have local feedback to trigger the PDU discard operation. 
Observation 6. [bookmark: _Toc110337067][bookmark: _Toc110342143][bookmark: _Toc110363178][bookmark: _Toc110401402][bookmark: _Toc110424387][bookmark: _Toc110438145][bookmark: _Toc110503290][bookmark: _Toc110525023][bookmark: _Toc110600408][bookmark: _Toc110601593][bookmark: _Toc110867048]Identification of data PDU(s) that may need to be discarded if related critical PDU(s) are lost/corrupted would depend on SA2 modelling/design.
Proposal 4. [bookmark: _Toc110336968][bookmark: _Toc110337058][bookmark: _Ref110342095][bookmark: _Toc110342158][bookmark: _Toc110363203][bookmark: _Toc110401420][bookmark: _Toc110424400][bookmark: _Toc110438160][bookmark: _Toc110438318][bookmark: _Toc110503281][bookmark: _Toc110525034][bookmark: _Toc110600400][bookmark: _Toc110601598][bookmark: _Toc110867052]RAN2 waits for SA2 progress before discussing the issue of identification of unnecessary data PDUs that can be dropped at the gNB or UE.
Data PDUs that may be identified to be discarded could be in two stages from transmission perspective. In the first case, such data PDUs may not yet have been transmitted over the air interface, and therefore if they were dropped by the transmitter, the associated L2 (PDCP/RLC) SN could be reused for new packets. In the other case, such data PDUs may already have been transmitted over the air interface but not successfully received in which case, if they were dropped by the transmitter, the associated L2 SN cannot be reused for another packet by the transmitting entity. The point to note here is that even for packets or RLC PDUs for which delivery has already been attempted by MAC, they could be discarded without attempting retransmission if related critical packets are lost/corrupted. This is different from current specification, where only those RLC PDUs/SDUs can be discarded which have not yet been submitted to the lower layers [4] . For packets that have not been transmitted in the air, they could be discarded as PDCP SDUs. However, for high volume of XR packets to be transmitted with large number of packets possibly in the buffer, it may be needed to discard packets even if they have already been submitted to lower layers (MAC layer) for transmission.
Though RAN2 can wait for SA2 progress regarding identification of unnecessary data PDUs, however, it can be discussed how the PDCP/RLC PDU dropping operation can function at high level, once such unnecessary data PDUs have been identified at the gNB and/or UE. A general approach could be to perform PDCP/RLC PDU dropping at the transmitter side, for example at the gNB for DL or at the UE for the case of UL transmission as discussed below. Discarding related PDCP/RLC PDUs , however, will result in gaps in the PDCP/RLC SNs as the SN of the dropped PDCP/RLC PDU cannot be reused for new packets. An example of such scenario is shown in Figure 5. 


[bookmark: _Ref110524438]Figure 5: PDU dropping and PDCP SN gap skipping if related PDUs are lost
From RAN2 perspective, it could be discussed how the reordering process may be enhanced if such PDCP/RLC PDU dropping is adopted. In this regard it could be helpful to define a solution to support skipping of one or multiple PDCP PDU Sequence numbers (SNs) or RLC-AM-PDU SNs. This is to allow transmission gaps on the PDCP/RLC-AM SNs. Such solution, if defined, could be applicable to both UL and DL.
Proposal 5. [bookmark: _Toc110029599][bookmark: _Toc110199944][bookmark: _Toc110199971][bookmark: _Toc110600401][bookmark: _Toc110601600][bookmark: _Toc110867053][bookmark: _Toc110029212][bookmark: _Toc110029600][bookmark: _Toc110199945][bookmark: _Toc110199972][bookmark: _Toc110257665][bookmark: _Toc110257913]RAN2 to discuss support for PDCP/RLC PDU discard for unnecessary packets for the case when such packets are already submitted to lower layers (MAC layer) but not been acknowledged.

1. [bookmark: _Toc463058201][bookmark: _Toc463058245][bookmark: _Toc463058202][bookmark: _Toc463058246][bookmark: _Toc463058203][bookmark: _Toc463058247][bookmark: _Toc465992504][bookmark: _Toc465993063][bookmark: _Toc465993086][bookmark: _Toc465993148][bookmark: _Toc465993084]Conclusion
The observations captured are the following:
Observation 1.	Exposure of XR traffic characteristics from CN, such as finer granularity (per PDU or group of PDUs) of QoS information, could be beneficial for RAN to better set UE’s configuration and scheduling.
Observation 2.	XR traffic awareness information available  per PDU or per PDU-set or per burst may be for example in terms of periodicity, priority, jitter, delay, dependency, etc. NOTE: The exact list of XR related information requires coordination with SA2.
Observation 3.	The frequency when the XR traffic awareness information may be available could be: (1) dynamic which changes per PDU or per PDU set level, (2) semi-static which changes after a certain period of time, or (3) static which does not vary for a given application but may vary among different XR applications. Such information can be made visible to the UE for DL and RAN for UL for example, via (1) data channel (e.g using data headers), (2) control channel (e.g control PDU) or (3) in the form of assistance information or feedback for current/ongoing traffic.
Observation 4.	XR traffic may have inherent dependency among XR data packets which can make certain packets (e.g those containing I-frames) critical/higher priority with stringent reliability requirements compared to other packets of the same QoS flow.
Observation 5.	Currently NR provides different reliabilities, when required, at the bearer level, however this may not be sufficient to meet the QoS differentiation requirement of XR which might be per packet/PDU or per PDU-set level.
Observation 6.	Identification of data PDU(s) that may need to be discarded if related critical PDU(s) are lost/corrupted would depend on SA2 modelling/design.
The proposals captured are the following:
Proposal 1.	RAN2 to discuss whether XR traffic awareness information can be available at the AS in the UE (e.g. from application, upper layers, statistical estimation, pre-configuration, etc) and whether the UE also provides  assistance information/feedback to the gNB in addition to the potential XR awareness information from the CN.
Proposal 2.	RAN2 waits for SA2 progress to potentially update 5GC/NR QoS framework to better meet XR specific requirements of differentiated handling. RAN2 studies in parallel RAN centric solutions to provide higher reliability to required XR packets (e.g. critical/high-priority ones).
Proposal 3.	RAN2 should study potential solution directions to enable differentiated handling and reordering for critical and non-critical XR data. This could be using approach (1) a single DRB and multiple RLC entities and/or different logical channels, or approach (2) multiple DRBs with reordering maintained among the multiple DRBs.
Proposal 4.	RAN2 waits for SA2 progress before discussing the issue of identification of unnecessary data PDUs that can be dropped at the gNB or UE.
Proposal 5.	RAN2 to discuss support for PDCP/RLC PDU discard for unnecessary packets for the case when such packets are already submitted to lower layers (MAC layer) but not been acknowledged.
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