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Introduction 
In this paper, we discuss a few upper-layer techniques for capacity enhancements, based on special characteristics of XR traffic.
Discussion
[bookmark: _Ref110764131]New type of CG configuration for XR
Configured grant (CG) is a good feature for flows which (i) are periodic; (ii) have tight delay requirements. Most flows generated by XR applications meet these two criteria. However, some of XR flows have more complicated traffic patterns than the one(s) that CG is designed for. For example, video streams may consist of periodic burst of PDUs instead of single PDUs. Such new traffic patterns may require enhancements to the legacy CG configuration and procedure, for the following reasons. 
First, it is not sufficient to have a single Tx occasion per traffic cycle. It may be possible to use a CG occasion to transmit the first PDU in a burst and then rely on dynamic grants to schedule the rest of the burst. Then PDUs in the later part of the burst may experience more delay. This is not desirable if the bursts consist of PDU sets, because PDUs in the same PDU set need to be sent as closely together as possible. 
On the other hand, if a CG is configured to have a very short periodicity, i.e. matching the arrival times of PDUs within a burst, each PDU is guaranteed to have short and similar latency. However, it is very resource expensive to have such a configuration, because transmission occasions between bursts would be wasted.  
Observation 1. 	A single CG with legacy configuration is not able to efficiently support XR traffic.
The aforementioned shortcomings with using a single legacy CG may be overcome by using multiple CG configurations. The concern with this approach is that the number of CGs may be required. For example, typically there can be >10 PDUs in a burst for high encoding rates. That means UE needs at least that number of CGs just for video flows, if we don’t consider CGs for other flows such as audio, pose update and control messages. Moreover, if network use multiple sets of such CGs to implement adaptations between different frame rates or transmission parameters, the total number of CGs would further multiplicate, e.g. tens of CGs. 
Having too many CGs is too complex for UE to implement. In addition, signaling can also be an issue. For example, if type-1 CG is used, its Tx parameters can only be changed by RRC reconfiguration. Or if type-2 CG is used, RAN1 may have to introduce group activation DCI to support adaptation between two large sets of CGs. 
Observation 2. 	If multiple legacy CGs with periodicity matching that of XR traffic are used, a very large number of them (e.g. 10s) may be needed. 
One possible enhancement to overcome shortcomings with legacy CG configurations is to introduce a new configuration pattern which matches XR’s traffic pattern. More specifically, in this new configuration, 
· There are a cluster of PUSCH occasions in each cycle. 
· The periodicity of PUSCH occasions within a cluster can be configured based on the interarrival times of PDUs in a burst or some delay requirements. 
· The number of Tx occasion within a cluster, which is up to network configuration, can be comparable to the number of PDUs in a data burst.
· The periodicity between clusters can be configured based on the periodicity of data bursts.
An example of such configuration is illustrated in Figure 1. The advantages of this new configuration are the following:
· It can ensure very low access latency for uplink traffic and yet is still resource efficient as no PUSCH occasions are wasted between bursts.
· Only a single configuration is needed for a flow. For type-2 CGs, legacy de-/activation DCI can be used to enable adaptation of Tx parameters in the same way as legacy. 


[bookmark: _Ref110753173]Figure 1. An example of enhanced configuration for CG.
Proposal 1.	Introduce a new type of CG configuration which can have multiple transmission occasions within one cycle and the cycle length matches that of XR traffic.
Periodic DGs
One limitation of CG has always been that it is not very adaptive. Type-1 CGs have to rely on RRC reconfiguration, which is not fast enough to match the timeline of XR traffic (see analysis in [1]). Although type-2 CGs can use activation DCI or multiple configurations to adapt to variations in traffic, it is expected to happen too often. Otherwise, it depletes the original purpose of using CG. 
However, XR applications require close match between scheduling and short-term variations in link quality and traffic load. That is necessary in order to guarantee XR’s stringent QoS requirements in a resource efficient way (i.e. maximize system capacity).
Observation 3. 	XR applications require close adaptation between scheduling and short-term variations in link quality and traffic load. But legacy CG is not flexible enough for such adaptations.
One enhancement is to combine the best of DG and CG in a single configuration, i.e.
· With this enhancement, network periodically provides dynamic grants to UE. This deterministic availability of PUSCH resources ensures short access latency, just as legacy CGs do. The pattern of Tx occasions can be either the same as legacy (i.e. one occasion per cycle) or the same as the one proposed in Section 2.1 to best match traffic pattern of a XR flow.
· However, for each individual Tx occasion, PUSCH transmission is dynamically scheduled by a DCI. This enables network to schedule each TB with the best Tx parameters possible, e.g. based on the most recent link state feedback and buffer status report, etc. 
· UE can apply the legacy UL skipping procedure to skip any occasions in which it does not have data. On network side, network can use either PDCCH skipping or cancelation DCI to cancel any Tx occasions that it does not want to schedule. As a result, no resources are wasted.
Proposal 2.	Introduce an enhancement in which UE is pre-configured with a sequence of periodic PUSCH occasions but each occasion is dynamically scheduled by DCI.
Enhanced measurement gaps
In NR, measurement gaps (MG) can be configured for UE to perform inter-frequency or inter-RAT measurements, for the purpose of mobility, positioning, or SFTD. If a MG occasion overlaps with PDCCH/PDSCH/PUSCH reception or transmission, it always has higher priority except Msg2/3/4/A/B in RACH procedures. For this reason, MGs have negative impacts on performance because they interrupt normal data transfers.
We observe that due to non-integer valued periodicities of XR traffic, it is more likely for data to overlap with MGs, which have integer-valued periods such as 20ms, 40ms, etc. That is because it is impossible for network to align MGs in a way that they do not overlap with data bursts. Figure 1 illustrates such an example. In this example, UE is configured with MGs with a periodicity of 20ms while XR bursts arrive at 60 frame per second. As XR data bursts have a shorter periodicity than MGs, they always “catch up” with MGs and then collide into one.
Whenever data transfer is interrupted by a MG, extra delay is added. Given that common duration of a MG is several msec (e.g. 6msec) and XR flows typically have end-to-end delay requirement of 10~20ms, each interruption by MG reduce the delay budget of XR traffic by at least 30%. That is very undesirable, because it can considerably reduce system capacity.
Observation 4. 	Due to non-integer valued periodicities, XR traffic is more likely to overlap with measurement gaps, which can increase delay and reduce system capacity.
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[bookmark: _Ref101850716]Figure 2. XR DL traffic interrupted by measurement gaps
In addition, short periodicities of XR traffic require use of short DRX inactivity timers (e.g. <10ms). That implies that it becomes more likely for DRX inactivity timer to expire in the middle of a MG. That will also cause extra delay if UE still has data to send or receive. This issue is specific to XR, because in legacy DRX inactivity timer typically is much longer than duration of a MG and hence would not expire in the middle of a MG.
Observation 5.	With shorter DRX inactivity timer required for XR, it is more likely for DRX inactivity timer to expire in the middle of a measurement gap, which creates extra delays to data.
As delay requirements and system capacity are two of the most important performance objectives for studies for XR, we think it is necessary for RAN2 to study enhancements that can minimize the aforementioned impacts by MGs. We think several options are possible, for example:
· Introduce signaling enhancements that allows network to dynamically de-/activate a MG configuration. Network can decide whether to temporarily deactivate a MG based on relative importance between ongoing data and a specific MG occasion(s).
· Introduce criteria for dynamic priority between data and MG. For example, if UE meets the R17 RRM measurement relaxation criteria and network permits, then delay-critical data is allowed to have higher priority than MG.  
Proposal 3. 	RAN2 study enhancements (e.g. dynamic de-/activation or dynamic priority) that can mitigate impacts of measurement gaps on delay performance of XR traffic.
Enhanced BSR table
In the current spec, buffer sizes reported in BSR are coded by an exponential function, i.e. 
Bk = Bmin (1+p) k, where p = (Bmax / Bmin)1 / (N-1) – 1,
where Bmin the minimum buffer size and Bmax is the maximum buffer size that can be reported by UE. N is the total number of code points (32 for short-BSR format and 256 for long BSR format). The advantage of this encoding is that it provides a constant step size across all encoding points, i.e. (Bk+1  Bk) / Bk is a constant for all k. Its disadvantage also stems from this property. The absolute value of step size is also an exponential function of k. As a result, this formula provides excellent granularity when k is small; however, the step size can grow exponentially fast as k increases. For example, at k=252, BS = 76,380,419 bytes; at k=253, BS = 81,338,368 bytes. Hence the step size = 4,957,949 bytes. It means that when UE reports a buffer size of 81MB, the actual buffer size can be 4.9MB less than that!
Some XR flows consist of large data bursts (especially at high encoding rates). Hence UE’s buffer size tends to be on the large size most of time. Moreover, since a reported buffer size is the “ceiling” of the actual buffer size, network may over allocate when scheduling UL grants. This over-allocation is not an issue if buffer size typically small (because granularity at small end is very good). But it can have a significant impact on system capacity at large end if the range of each step is in the order of several MBs.
Observation 6.	The step size used in the current BSR table can increase exponentially as buffer size increases (e.g. up to several MBs). Large step sizes can have a negative impact on system capacity for XR applications.
To reduce the error and thus improve system capacity, the key is to reduce the granularity of step size when buffer size is large. There can be several options in achieving that. For example,
· Introduce an additional buffer size table, which uses a larger Bmin to reduce granularity of each step size. Network can configure how UE should choose between the legacy buffer size table and the new buffer size table, e.g. if buffer size is less than Bmin of the new table, use the legacy table. Otherwise, use the new table. This idea can be further extended to include multiple new buffer size tables, each of which has different Bmin and Bmax. 
· Introduce a new buffer size table which is based on a different encoding algorithm. Since the real challenge with encoding buffer size is its very wide range of values (from 10B to 81MB), it makes sense to use companding algorithms such as -law or A-law [2]. Companding algorithms have been used in telecommunication systems to reduce dynamic range of a signal before its encoding for almost a century by now. To apply the algorithm to BSR, the algorithm can first apply a non-linear compression function [2] to a buffer size (Boriginal) to reduce its range down to [0,1] (Bcompress), then uses a uniform quantitizer to encode Bcompress into Breport. To decode the signal on the network side, network apples an expansion function, which is the inverse of the compression function, to Breport. The output is the buffer size network will use to schedule UL grants.
Proposal 4.	Study enhancements (e.g. new BSR table(s), new encoding algorithm) to reduce granularity of BSR for large buffer sizes. 
Conclusion
Based on the above analysis, we’d recommend RAN2 to discuss and adopt the following proposals:
New type of CG configuration
Observation 1. 	A single CG with legacy configuration is not able to efficiently support XR traffic.
Observation 2. 	If multiple legacy CGs with periodicity matching that of XR traffic are used, a very large number of them (e.g. 10s) may be needed.
Proposal 1.	Introduce a new type of CG configuration which can have multiple transmission occasions within one cycle and the cycle length matches that of XR traffic.
Periodic DGs
Observation 3. 	XR applications require close adaptation between scheduling and short-term variations in link quality and traffic load. But legacy CG is not flexible enough for such adaptations.
Proposal 2.	Introduce an enhancement in which UE is pre-configured with a sequence of periodic PUSCH occasions but each occasion is dynamically scheduled by DCI.
Enhanced measurement gaps
Observation 4. 	Due to non-integer valued periodicities, XR traffic is more likely to overlap with measurement gaps, which can increase delay and reduce system capacity.
Observation 5.	With short DRX inactivity timer required for XR, it is more likely for DRX inactivity timer to expire in the middle of a measurement gap, which creates extra delays to data.
Proposal 3. 	RAN2 study enhancements (e.g. dynamic de-/activation or dynamic priority) that can mitigate impacts of measurement gaps on delay performance of XR traffic.
Enhanced BSR table
Observation 6.	The step size used in the current BSR table can increase exponentially as buffer size increases (e.g. up to several MBs). Large step size can have a negative impact on system capacity for XR applications.
Proposal 4.	Study enhancements (e.g. new BSR table(s), new encoding algorithm) to reduce granularity of BSR for large buffer sizes. 
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