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According to the email discussion [1] on the MBS UP issues in the RAN2#117-e meeting, RAN2 discussed the issue on HFN<0 for MBS and made the following agreements:
	· On HFN < 0, The current derivation formula of initial RX_DELIV in 38.323 CR is kept. R2 assumes it is up to network implementation to ensure that HFN part of RX_DELIV should be a positive value (TS impact if any is FFS, e.g. a NOTE in RRC or PDCP)


In this contribution, we discuss this HFN issue and the potential specification impacts.
Discussion
HFN issue
According to the PDCP specification, the RX_DELIV and the HFN is calculated as follows:
	38.323:
For MRBs, the initial value of the SN part of RX_NEXT is (x +1) modulo (2[PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU.
For MRBs, the initial value of the SN part of RX_DELIV is set to (x – 0.5 × 2[PDCP-SN-Size–1]) modulo (2[PDCP-SN-Size]), where x is the SN of the first received PDCP Data PDU.
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6.3.5	COUNT
Length: 32 bits
The COUNT value is composed of a HFN and the PDCP SN. The size of the HFN part in bits is equal to 32 minus the length of the PDCP SN. For MRBs, HFN with a reference SN can be provided by upper layers. If provided, the initial value of HFN is set according to the HFN and the reference SN. Otherwise, the initial value of HFN is set by UE implementation.
NOTE:	For MRBs, the provisioning of HFN from the upper layer may cause HFN desynchronization. It is up to UE implementation to prevent HFN desynchronization by using the reference PDCP SN associated to the HFN.

	38.331:
multicastHFN-AndRefSN-r17      BIT STRING (SIZE (32))                    					OPTIONAL   -- Cond SetupOnlyMRB

multicastHFN-AndRefSN
Indicates the initial value of HFN and referrence PDCP SN associated to this HFN for multicast MRB PDCP window initialization as specified in TS 38.323 [5]. The value is composed of a HFN(MSBs) and the PDCP SN(LSBs). The size of the HFN part in bits is equal to 32 minus the length of the PDCP SN configured in pdcp-SN-SizeDL.


Some companies consider that “a negative HFN value occurs once the SN of first received packet is smaller than 0.5 × 2[PDCP-SN-Size–1] and the configured HFN is 0”. Here we have the following example showing how the PDCP calculates the HFN.

Example of HFN calculation when the SN of the first received packet is smaller than 0.5 × 2[PDCP-SN-Size–1]:
Step 1: RRC provides the following configuration for multicast MRB. 
	pdcp-SN-SizeDL: 12 bits (i.e. 212 = 4096, 2(12-1) = 2048)
multicastHFN-AndRefSN: HFN = 0; SN = 10


Step 2: The UE receives the first PDCP Data PDU (i.e. x), with PDCP SN = 10.
Step 3: The UE initializes the variables for the receiving PDCP entity as follows:
The initial value of HFN is set to 0.
The initial value of the SN part of RX_NEXT is calculated as follows:
(x +1) modulo (2[PDCP-SN-Size]) = (10 + 1) modulo (4096) = 11
RX_NEXT = [0, 11]
The initial value of the SN part of RX_DELIV is calculated as follows: 
(x – 0.5 × 2[PDCP-SN-Size–1]) modulo (2[PDCP-SN-Size]) = (10 – 0.5 × 2[12–1]) modulo (2[12]) = (-1014) modulo 4096 = (-1014) – (-1)*4096 = 3082
RX_DELIV = [0, 3082]
Window_Size = 2[pdcp-SN-SizeDL] – 1 = 2048
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RCVD_SN = 10
RCVD_HFN = 0
RCVD_COUNT = [0, 10].
	38.323 procedural text
	UE processing of the PDCP data PDU with SN = 10

	At reception of a PDCP Data PDU from lower layers, the receiving PDCP entity shall determine the COUNT value of the received PDCP Data PDU, i.e. RCVD_COUNT, as follows:
-	if RCVD_SN < SN(RX_DELIV) – Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) + 1.
-	else if RCVD_SN >= SN(RX_DELIV) + Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) – 1.
-	else:
-	RCVD_HFN = HFN(RX_DELIV);
-	RCVD_COUNT = [RCVD_HFN, RCVD_SN].
	As RCVD_SN < SN(RX_DELIV) - Window_Size 
10 < 3082 – 2048 = 1034
RCVD_HFN = HFN(RX_DELIV) + 1 = 0 + 1 = 1
RCVD_COUNT = [RCVD_HFN, RCVD_SN] = [1, 10]

As RCVD_COUNT= [1, 10] > RX_DELIV = [0, 3082]
The received PDCP data PDU is not discarded.

	If the received PDCP Data PDU with COUNT value = RCVD_COUNT is not discarded above, the receiving PDCP entity shall:
-	store the resulting PDCP SDU in the reception buffer;
-	if RCVD_COUNT >= RX_NEXT:
-	update RX_NEXT to RCVD_COUNT + 1.
-	if outOfOrderDelivery is configured:
-	deliver the resulting PDCP SDU to upper layers after performing header decompression using EHC.
-	if RCVD_COUNT = RX_DELIV:
-	deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before;
-	all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV;
-	update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value > RX_DELIV;
-	if t-Reordering is running, and if RX_DELIV >= RX_REORD:
-	stop and reset t-Reordering.
-	if t-Reordering is not running (includes the case when t-Reordering is stopped due to actions above), and RX_DELIV < RX_NEXT:
-	update RX_REORD to RX_NEXT;
-	start t-Reordering.

	As RCVD_COUNT= [1, 10] > RX_NEXT = [0, 11]
RX_NEXT = RCVD_COUNT + 1 = [1, 11]
As RX_NEXT= [1, 11] > RX_DELIV = [0, 3082]
RX_REORD = RX_NEXT = [1, 11]



According to the analysis given above, when the SN (i.e. x) of first received packet is smaller than 0.5 × 2[PDCP-SN-Size–1] and the configured HFN is 0, RCVD_COUNT is set to [1, x].
Observation 1: When the SN (i.e. x) of first received packet is smaller than 0.5 × 2[PDCP-SN-Size–1] and the configured HFN is 0, RCVD_COUNT is set to [1, x].
From our understanding, after the transmission of the first PDCP data PDU, the HFN part of RCVD_COUNT at the receiving PDCP entity of the UE is also known by the gNB. Then when the gNB configures the HFN via multicastHFN-AndRefSN, the configured HFN should be (the HFN of the transmitting PDCP entity - 1).
Observation 2: When the gNB configures the HFN via multicastHFN-AndRefSN, the configured HFN should be (the HFN of the transmitting PDCP entity - 1) when the SN of the first received PDCP Data PDU is smaller than 0.5 × 2[PDCP-SN-Size–1], in order to synchronize the HFN between the UE and the gNB.
As the configured HFN value cannot be negative, if the HFN of the transmitting PDCP entity is 0 at the gNB side, the gNB can only configure the HFN to 0. When the PDCP COUNT is about to wrap around at the UE, the gNB is able to know, as the gNB knows the RCVD_COUNT at the UE. When the PDCP status report is reported to the gNB, the gNB is able to know that the HFN reported by the UE is (the HFN of the transmitting PDCP entity + 1). Alternatively, the gNB by implementation could also avoid using HFN=0 at the transmitting PDCP entity.
Observation 3: When the initial HFN is configured as 0 and the SN of the first received PDCP Data PDU is smaller than 0.5 × 2[PDCP-SN-Size–1], the HFN is not synchronized between the gNB and the UE. However the gNB by implementation (e.g. by not using HFN=0 at the transmitting PDCP entity) can handle the desynchronization.
According to the analysis given above, the gNB by implementation can ensure the HFN synchronization between the gNB and the UE.
Proposal: The HFN synchronization for the configured HFN can be handled by gNB implementation. No specification change is needed.

Conclusions
According to the analysis given above, we have the following observations and proposals:
Observation 1: When the SN (i.e. x) of first received packet is smaller than 0.5 × 2[PDCP-SN-Size–1] and the configured HFN is 0, RCVD_COUNT is set to [1, x].
Observation 2: When the gNB configures the HFN via multicastHFN-AndRefSN, the configured HFN should be (the HFN of the transmitting PDCP entity - 1) when the SN of the first received PDCP Data PDU is smaller than 0.5 × 2[PDCP-SN-Size–1], in order to synchronize the HFN between the UE and the gNB.
Observation 3: When the initial HFN is configured as 0 and the SN of the first received PDCP Data PDU is smaller than 0.5 × 2[PDCP-SN-Size–1], the HFN is not synchronized between the gNB and the UE. However the gNB by implementation (e.g. by not using HFN=0 at the transmitting PDCP entity) can handle the desynchronization.
Proposal: The HFN synchronization for the configured HFN can be handled by gNB implementation. No specification change is needed.
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