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1. Introduction

This document is the summary of the offline email discussion [AT115-e][042][eIAB] fairness, latency and congestion (Interdigital), as indicated below:

· [AT115-e][042][eIAB] fairness, latency and congestion (Interdigital)
      Scope: Continuing from on-line discussion, treat further P7 P8 P11 and variants thereof. Based on complexity and benefits, identify at least one agreeable or tolerable variant (if possible). 

      Intended outcome: Report, possible way forward. 

      Deadline: Tuesday 23 August (for CB)

Listed below are the concerned proposals to be discussed in this offline discussion [21]:

Proposal 7.a ([1][3][6][9][12][18]):  IAB-node and donor DU can be configured with downstream number of hops per routing ID.

Proposal 7.b ([1][3][6][9][12][18]):  IAB-node can be configured with upstream number of hops per routing ID.

Proposal 8 ([9][13][20][3][17]):  RAN2 to introduce a timing related information in the BAP header to help in enforcing the packet delay budget in a multi-hop IAB network. Details of the timing information are FFS (e.g., a timestamp corresponding to the time of the packet creation, a timestamp corresponding to the time of the packet expiry, the remaining PDB, etc)

Proposal 11 ([6][14][18]): RAN2 to discuss whether UL hop-by-hop flow control is supported in rel-17 IAB.

Proposals 7 and 8 are discussed under the latency enhancement section, and proposal 11 is discussed under the flow control section.
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	Company
	Contact Name
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	Huawei, HiSilicon
	Yulong Shi
	shiyulong5@huawei.com

	Interdigital
	Oumer Teyeb
	Oumer.teyeb@interdigital.com

	LG
	GyeongChoel Lee
	gyeongcheol.lee@lge.com

	Kyocera
	Masato Fujishiro
	masato.fujishiro.fj@kyocera.jp

	CATT
	Sidong Li
	lisidong@catt.cn

	Lenovo
	Yibin Zhuo
	zhuoyb1@lenovo.com

	Ericsson
	Marco Belleschi
	marco.belleschi@ericsson.com

	ZTE
	Lin Chen
	chen.lin23@zte.com.cn

	Samsung
	Milos Tesanovic
	m.tesanovic@samsung.com

	SONY
	Vivek Sharma
	Vivek.sharma@sony.com

	Futurewei
	Mazin Shalash
	mazin.shalash@futurewei.com

	ITRI
	Tzujen Tsai
	tjtsai@itri.org.tw

	Apple
	Sarma Vangala
	svangala@apple.com

	NEC
	ZHE CHEN
	Chen_zhe@nec.cn

	vivo
	Kimba Dit Adamou, Boubacar
	 kimba@vivo.com



3. Latency enhancement

In rel-16 IAB, IAB nodes are configured with the packet delay budget of the BH RLC channels (i.e., per-hop PDB), but they are not aware of the E2E packet delay budget of the bearers that are mapped to the BH RLC channel. 

In the case of 1:1 mapped bearer, a network implementation could try to split the packet delay budget among the different hops. However, the actual latency experienced by a packet over a given hop may be shorter or longer than the configured PDB. In case it was shorter, the configured PDB over the next hops is more restrictive than necessary for that packet. If it was longer, the configured PDB over the next hops will not be strict enough to meet the E2E PDB. And just discarding the packet because its PDB was not met over one hop is an overkill, as the packet may be transported faster on subsequent links and the extra delay it has experienced so far can be compensated. 

For the case of N:1 mapping, the BH RLC channels may be multiplexing bearers with different E2E PDBs, and as such, the splitting of the E2E PDB into per-hop PDB is not directly applicable. Even if it was (e.g., all the bearers multiplexed have the same E2E PDB), the same issues mentioned above for the 1:1 mapped bearer case still apply. 

Q1: Do companies agree that, for both 1:1 and N:1 mapping, just splitting the E2E PDB to per-hop PDB is not optimal/sufficient for enforcing the E2E PDB of packets?

	Company
	Yes/no
	Detailed comments

	Huawei, HiSilicon
	No
	Good CU implementation on the splitting can enforce the E2E PDB requirement.
We don’t agree on the statement “the splitting of the E2E PDB into per-hop PDB is not directly applicable” for N:1 mapping.

	Interdigital
	Yes
	For the case of 1:1 mapped BH RLC channels:

The CU can split the E2E PDB among the different hops could help, but the actual latency experienced by the packets on each hop will not be the same as the per-hop PDB, and as such it wont guarantte the E2E PDB will be met. If there are only a small number of bearers concerned, then the network may be able to ensure each per-hop PDB is met, but the more bearers in the network, the more difficult it will become to ensure that on each hop. Also, the scheduler has to consider other QoS parameters like the throughput, which makes it difficult to guarantee the per-hop PDB on every hop.

In summary, on some hops (e.g. due to temporary congestion), it is very likely that the per-hop PDB will not be met, while on other hops (e.g. due to less congestion), the packet may be delivered well before the per-hop PDB for that hop has expired.
For the case ôf N:1 mapped BH RLC channels:
On top of the problems mentioned for 1:1 mapping, here we will have a problem of having multiple bearers with different E2E per-hop PDBs. It is not clear on how the network will decide the E2E per hop PDB in this case. For example, if there are 2 bearers multiplexed on a certain BH RLC channel, with E2E PDBs of L1 and L2 (assume L1 < L2), then will the CU average the E2E PDB as the average, min, max of the two and split it on the number of hops? The averaging or considering the max may hurt the performance of the packets of the first bearer, while considering the min will be an over provisioning as packets of the second bearer do not need such a strict latency. 
On top of that, things become complicated if the two bearers belong to UEs that are different hops away. 

	LG
	No
	It may not be optimal, but it is sufficient to support E2E PDB and works well without additional packet header overhead. 
We think that unexpected events such as BH RLF and congestion may increase actual latency experienced by a packet over one hop, but this problem would be resolved by local re-routing as already RAN2 agreed and the Rel-16 configuration i.e., per hop PDB configuration, would be sufficient.

	Fujitsu
	Yes
	The actual latency experienced by the packets is not the same on each top although there is per-hop PDB configuration. To guantee the latency requirement efficiently we think it’s worth to develop the enhancement.

	Kyocera
	No
	We agree that Rel-16 mechanism is suboptimal as the rapporteur analyzed, but we don’t think it breaks anything about the E2E PDB enforcement. 

	CATT
	Yes
	Since each hop in the IAB network introduces additional latency in the upstream or downstream. The latency will be different for the same service in the upstream or downstream for different UEs with different number of hops between the UE and the Donor CU. Considering the fairness about the IAB network. We think it’s worth for discussing enhancements.

	Lenovo
	No
	The per-hop PDB is determined centrally by the IAB-donor-CU which take all factors within the whole topology into account. It could be sufficient for enforcing the E2E PDB of packets. If the intermediate IAB node changes the latency policy for some of the packets, it may have negative impacts to all the other packets and may not to enforce the E2E PDB for those packets.

	Ericsson
	No
	We agree with Huawei and LG analysis. The CU implementation should be such that the end-to-end latency requirements of a given packet can be fullfilled throughout the route it has to traverse. At the same time the DU has to make sure to configure its scheduling policies such that the PDB requirements are fullfilled. Hence, the situation in which the PDB is consistently not guaranteed implies that the network configuration is wrong, and we should not optimize for a wrong configuration. It can occasionally happen than the PDB cannot be guaranteed, e.g. because of congestion, but this should only happen in exceptional situations, and the same problem can occur also if we introduce the number of hops or the remaining PDB.
Thus, we do not agree with this statement “However, the actual latency experienced by a packet over a given hop may be shorter or longer than the configured PDB.” If it is shorter, the scheduler could have scheduled this packet a bit later, but there is no issue on the performances. The CU could avoid allocating the same BH RLC channels to traffics that have to traverse a very different number of hops. If it is longer, it means that the CU configuration is not proper.

	ZTE
	Yes
	The delay for each hop varies due to the different channel condition, buffer size and BH RLC channel channel priority. It’s hard for donor CU to accurately split the E2E PDB into per-hop PDB unless the intermediate IAB node is allowed to report the latency measurement per BH RLC channel to donor CU. 

	Samsung
	Yes
	It is impossible for the CU to work out the per-hop PDB in a meaningful way without latency feedback towards the CU, as correctly pointed out by ZTE. In light of this, the current per-hop PDB is based on certain best-case assumptions and will not hold in cases of congestion, rerouting due to RLF, and so on.
We think the analysis from Huawei and Ericsson only focuses on a very extreme case where the “PDB is CONSISTENTLY not guaranteed” (to use the formulation from Ericsson). This is an extreme case, which in our view over-simplifies the issue at hand.
Of course that in this extreme case, there is something wrong with the network configuration. We are not focused here on this extreme scenario, but on the scenario where an intelligent CU does the best it can, but simply does not have the info it needs to glean the actual latency and how it varies. Conversely, the intermediate nodes do not have the info on the actual cumulative delay a packet has incurred, and the per-hop PDB configured by the CU for an egress BH RLC channel where an incoming packet should go may in some scenarios be totally inadequate as a result.
This is a genuine issue that needs solving and we urge companies to consider the intention of the WID.

	Sony
	Yes, for control plane based solution
	We think that per-hop PDB is not an optimum solution. A good CU implementation may also require additional real time assistance information reporting from local IAB node.

We are not in favour of the information to be present in the BAP header but think that control plane based solution should be prioritized. 

	Futurewei
	No, please see comment
	It is sufficient for the CU to split the overall PDB among the different hops. Note that this does not imply that the PDB need be split equally among the different hops. For example, let’s say the overall PDB for a UE bearer is 50 msec, and the UE is served by an IAB node 4 BH hops from the donor. Then the CU is free to partition the 50 msec between these 4 BH hops and the UE’s access link however it chooses. It need not be divided into 5 x10 msec sub-PDBs (10 msec for each of the 4 BH hops, and 10 msec for UE’s access link), although this is certainly one possible partitioning.
For the following, let’s assume this equal partitioning of the PDB among the BH hops (10 msec per hop). Now let’s say that this UE’s bearer is mapped onto shared BH RLC channels (N:1 mapping), and that another UE also has a bearer similarly mapped to this same set of BH RLC channels, and furthermore that the second UE’s bearer also has an overall PDB of 50 msec. However, let’s assume the second UE is only 2 hops from the donor. Now the packets of second UE’s bearer should experience no more than 20 msec traversing the two hops from the donor to its access IAB node. Thus these packet’s arrive at the access IAB node with plenty of delay budget to spare (>30 msec). As the donor CU knows this, it can allocate 30 msec PDB for this UE’s bearer at the access IAB node.
This simple example indicates that there should be no fundamental problem with the donor CU partitioning the PDB among the different hops. However, it also indicates that such a partitioning might be rather complicated for N:1 mapped bearers. Also, we agree that there could be legitimate concerns due to congestion of certain BH links, and/or bearer rerouting. Therefore, such a partitioning is sufficient for most cases, but we can agree that it is probably not optimal.

	ITRI
	No, please see comment
	We agree with HW that good CU implementation on the splitting can enforce the E2E PDB requirement. For both 1:1 and N:1 mapping, just splitting the E2E PDB to per-hop PDB is sub-optimal but sufficient for enforcing the E2E PDB of packets. Based on the provision of latency measurement per BH RLC channel from the descendant nodes, a routing enhancement and a congestion mitigation at donor-CU can be achieved. However, an LS to RAN3 is needed to confirm it.

	Apple
	Yes
	We agree with several of the others that an intelligent CU implementation might be able to split the E2E PDB into a per hop PDB. However, this can only happen using additional information for the different intermediate nodes especially for N:1 mapped scenarios since HARQ retransmissions could be simply adding to the delay due a RF conditions. In regards to the solution itself, we think it depends purely on if RAN2 can agree to that additional metrics are needed for configuring the per hop PDB.

	NEC
	No
	We think per hop PDB is the best tradeoff between dramatically increased BAP header signaling overhead introduced by timing information and the fairness scheduling. As such the Donor CU should be able to configure the proper per hop PDB to ensure the end-to-end latency. 

	vivo
	Yes
	It is expected that the E2E PDB can be met for each packet, but there will be cases where prioritization of packets is needed so that it will not fail to achieve the goal, thus we think RAN2 should introduce a timing related information in the BAP header to help in enforcing the packet delay budget in a multi-hop IAB network.


In order to properly schedule/prioritize packets (and if possible, also re-route packets via another path) so that E2E PDBs are met, IAB nodes/donor DU ideally need to know the following:

a)
the remaining packet delay budget (or the E2E PDB and the time the packet has been in flight)

b)
the expected delay the packet is going to experience on subsequent hops until the destination

If an IAB node becomes aware of the above two, it can make optimal scheduling decisions (e.g., prioritize those packets with very short remaining PDB).

Regarding a), the proposals from companies fall into one of the following:

1. Timestamp included in the BAP header (inserted at the donor DU in the DL or at the access IAB node in the UL)

a.  Time stamp of packet creation ([9][13][20])

b.  Time stamp of packet expiry ([3][8])

2. Remaining PDB included in the BAP header, which is included in the donor DU in the DL or at the access IAB node in the UL, and updated on each subsequent IAB node by considering the delay the packet has experienced on the previous hop ([3][8][17])
3. Remaining PDB included in the BAP header, which is included by each IAB node indicating the remained PDB from the PDB configured at this hop after scheduling.
Q2:  Do companies support the inclusion of the timing related information on the BAP header? If so, which of the above is the preferred solution? 

	Company
	Yes/no
	Detailed comments (if the answer is yes, please include the preferred solution)

	Huawei, HiSilicon
	No
	It cause more complexity that BAP marks the timing info per packet.
Not sure the timing info is accurate, since we will not specify when exactly to add this timing info. If the timing info is not accurate, maybe it will make it worse.

	Interdigital
	Yes
	From the options listed, we tend to prefer option 1.b or option 2.

option 1.a requires the knowledge of the E2E PDB of the packet on each IAB node and the DU, which could be difficult to do in the case of N:1 mapping (unless we have a bearer ID on every packet, which we have more or less agreed not to have during the online discussion).

Option 1.b and option 2 requires only the donor DU and the access IAB node to be aware of the E2E PDB, and since these two are the nodes where the bearer is mapped to a BAP for the first time, providing this information to them will work whether we have 1:1 or N:1 mapping.

Option 1.b is the simplest solution because only the access IAB node or the donor DU have to do the calculation, but it will have a higher overhead than option 2. On the other hand, option 2 will lead to less overhead, but requires all the intermediate IAB nodes to update the BAP header. 
As some companies have proposed ([9]), it is not necessary to include the full timestamp for option 1.b and some relative time unit based on a shared reference time in the IAB network could be used.   

	LG
	No
	Both solutions have following complexity and problems:

In solution 1, i.e., time stamp, all IAB nodes should have a synchronized timer. If the timer is not synchronized, the IAB node may make wrong determination using time stamp in the packet and the system performance would deteriorate. This means that the solution 1 may require the IAB network to be the TSN (time sensitive network) as in Rel-16 URLCC/IIoT.

In solution 2, when the packet is received, each IAB node should calculate one hop latency of the received packet and subtract this calculated latency from the remaining PDB in the received packet and then update the remaining PDB value in the packet. The question here is how exact one hop latency can be calculated by each IAB node. Considering RLC retransmissions and HARQ retransmissions, we think that it is very difficult and complicated mechanism should be considered to estimate exact one hop latency of each packet. If the IAB node cannot estimate exact one hop latency of each packet, the IAB node would make wrong determination based on incorrect remaining PDB.

Thus, complexity and overhead seems bigger than benefit and gain.

	Fujitsu
	Yes, option 2 is preferred
	Agree that the IAB-nodes need to know the remaining PDB. 

For “the expected delay the packet is going to experience”, we think if it needs to be configured to IAB-nodes, per-hop latency measurement is necessary to be performed in each IAB-node so that the donor-CU can configure the expected delay via each path to destination to IAB-node. Alternatively, the IAB-node is configured with remaining hops so that remaining PDB can be split among the remaining hops and IAB-node can prioritize packets with the shorter split PDB. 

For IAB-node to obtain the remaining PDB, we prefer option 2.

In option 2, E2E PDB of bearer needs not to be configured in each IAB-node. The remaining PDB for a packet can be included in the BAP header and is updated by subtracting the time consumed on each hop. The time consumed on each hop for a packet includes the queueing time, processing time and transmission time for a packet which can be calculated by IAB-node implementation.
If timestamp is included in BAP header as option 1, we think all the IAB-nodes should be time aligned which may need extra discussion and special hardware design.

	Kyocera
	No
	In addition to our comment in Q1, we think it should be carefully considered that the extension of BAP data PDU header may increase a significant overhead. 

	CATT
	No
	

	Lenovo
	No
	For solution 1: Finer time synchronization is required for the network. And it’s difficult to specify the timing add in the BAP header since all the devices have their own implementation for handling the packet forwarding procedure.

For solution 2: Next hop IAB node cannot update the remaining PDB info since it doesn’t know what time the prior hop IAB node to update the remaining PDB info and how long it has been passed.

Anyway, it’s too complicate for these solutions and too much overhead needs to be introduced for each packet. And we cannot see some obvious benefit for these solutions.

	Ericsson
	No
	It is not clear the purpose of this remaining PDB or timestamp, and how a scheduler should exploit this information together with the already existing per-hop PDB configuration. An IAB node does not know the PDB configuration at the next hops. Hence, if the remaining PDB/timestamp indicates lots of time left, should the IAB node delay the scheduling? If yes, there is the risk that the legacy PDB configuration at the next hops will not guarantee anymore a delivery on time of the packet. If the remaining PDB/timestamp indicates little time left, this may be absolutely normal if all the IAB nodes have followed the provided PDB configuration. 
[Samsung] The remaining PDB solution requires that the receiving node updates the time info in the BAP packet based on the scheduling and transmission delay incurred on the previous hop. The node in question then decides on whether to ‘accelerate’ the scheduling of this packet or not. The node will have some understanding of what a reasonable delay for a given routing ID is, e.g. based on CU-configured number of hops, or past experience. But this is an implementation matter – what we need to do is to assist good implementation.
If something has to be optimized, wouldn´t be more appropriate if the remaining PDB reflect the remained PDB from the PDB configured at this hop after scheduling (Option 3)? In this way, it will be at least possible to tie the “remaining PDB” with the already existing per-hop PDB configuration 
Anyway, as said above, if the per-hop PDB is properly configured by the CU and the DU follows that (as it should be in well-planned network), there should not be any problem. 

	ZTE
	Yes
	Solution 1. With time-stamp in the BAP header, IAB node can get the elapsed time of the packet transmission in previous hops more accurately and then derive the remaining PDB.

	Samsung
	Yes
	Options 1b or Option 2.

	Sony
	No 
	We don’t prefer any changes to BAP header as including timing information/ remaining PDB in BAP header will increase the packet processing overhead on each node and increase the header size. Also specifying such timing information will be another challenge.  

	Futurewei
	Yes, if feasible
	We think that both solution 1 (1b might be slightly simpler) and solution 2 could work from a technical perspective. However, each has significant challenges as discussed by other companies.

Solution 1 requires a unified time reference throughout the IAB topology, which may not be feasible for every deployment. On the other hand, we expect that as this feature would be an enhancement, the network should be able to configure or disable it. Therefore, we would not expect a need to use it where not feasible.

Solution 2 implies somewhat more packet-by-packet processing than solution 1, including performing calculations and re-writing BAP header fields for each packet that the feature is applied to. However, it does not seem to require a network-wide time reference.

We are skeptical of solution 3, as it seems to require the IAB node to accurately evaluate the latency for each BAP packet at the IAB node before forwarding it. However, as mentioned a BAP packet will likely be subject to varying latency due to ARQ and HARQ. So it is not clear how the IAB node could predict these latencies and update the BAP header ahead of time.

Accordingly, we think further study is needed to assess the feasibility of solutions 1 and/or 2 before making a final selection. We think that RAN2 could take a WA to support timing related info in the BAP header in this meeting, and then decide in the next meeting whether to select 1, 2. In case neither solution is deemed feasible, we could agree not to include such information in the BAP header.

	ITRI
	No
	Although the inclusion of the timing related information on the BAP header may reach an optimal solution for enforcing the E2E PDB of packets, but the complexity of BAP header processing, such as the time synchronization between IAB nodes and how to calculate the remaining PDB, is a difficult problem. 

	Apple
	Yes
	 Solutions 1b. or 2 and to a slightly lesser extent 3 if there is majority for that option. 

	NEC
	No
	As our comment in Q1, the PDB per hop is enough configured by Donor CU properly can ensure end-to-end latency requirement. The timing information in BAP header introduces high singling overhead with unclear benefit and processing delay. 

	vivo
	Yes
	Our preference would be Option 1, Option 2 requires frequent modification on the BAP header for each packet. 


The rapporteur’s understanding is that for any of the timing information related enhancements described above, the IAB nodes and/or donor DU require information related to the E2E PDB. For example,

For solution 1a: IAB nodes have to know the E2E PDB of the packet to make use of the timestamp of the packet creation

For solution 1b: donor DU has to know the E2E PDB to calculate the expiry time for DL packets, access IAB node has to know the E2E PDB to calculate the expiry time for UL packets

For solution 2a: donor DU has to know the E2E PDB to put the remaining PDB for DL packets, access IAB node has to know the E2E PDB to calculate the remaining PDB for UL packets

Q3:  If the answer to Q2 is Yes, do companies agree that at least the access IAB node and the donor DU must be configured with the E2E PDB of the bearer? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	
	In R16, the configuration on adding BAP header at donor-DU is on the level of IP address + flow label/DSCP, rather than per bearer. No sure this is feasible for donor-DU.

	Interdigital
	Yes
	See comment to Q2

	LG
	No
	As commented in Q2, complexity and overhead seems bigger than benefit and gain.

	Fujitsu
	See comments
	If option 2 in Q2 is agreed, E2E PDB of bearer configuration for IAB-node is not needed.

If option 1 in Q2 is agreed, as companies proposed, E2E PDB of bearer configuration for IAB-node is needed. However, we think the E2E PDB may not be suitable. Actually, it is the remaining PDB over the wireless hops needed for scheduling, so the PDB over wireless hops should be configured to access IAB and donor-DU. The E2E PDB includes access network PDB and CN PDB. For accurately scheduling, the IAB-node should be configured with the access network PDB rather the E2E PDB. The relation of AN PDB and E2E PDB is illustrated below. 
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	CATT
	No
	

	Lenovo
	No
	See comment to Q2

	Ericsson
	No
	

	ZTE
	Yes
	For the access IAB node, it may obtain the E2E PDB of the UE DRB based on legacy mechanism since the donor CU need to deliver the QoS info of each UE DRB to DU of access IAB node. For the donor DU, some enhancement is needed.

	Samsung
	Yes
	Same understanding as ZTE and Huawei. However just because some enhancement is needed, this should not mean we should discard a useful feature. We have done extremely little for this major aspect of the WID. But more importantly, we have an opportunity to enhance the Rel-16 design, make it more flexible and efficient, at the expense of some standards effort.

	Sony
	No
	

	Futurewei
	Yes
	Yes, we agree that such information would be needed for the proposed enhancements to work. We also agree with Fujitsu’s observation that it is more precise to refer to the AN PDB (edge-to-end PDB). However, we are not sure that their diagram is accurate, as it includes the latency from donor CU to donor DU within the CN PDB. Our understanding is that this is part of the AN PDB. The RAN needs to account for latency between donor CU-UP and donor DU.

	ITRI
	No
	

	Apple
	Yes 
	We have the same views as Samsung on this. 

	NEC
	No
	The end-to-end PDB is only controlled by Donor CU. The Donor CU will configure the per hop PDB for DU/IAB/Access node. Even DU/IAB/Access node have the end-to-end PDB, they can’t configure and schedule other hops. 

	vivo
	Yes
	We agree with Fujitsu that here the E2E PDB should refer to AN PDB.

Additionally, for 1a, the E2E PDB may be implicitly known by the IAB-node via the BH RLC CH which the packet was received, i.e., there is a mapping between the BH RLC CH ID and the E2E PDB.


Regarding b, the proposals from companies is to configure the donor DU and IAB nodes with the number of hops per routing ID, and this is used to estimate the extra latency the packet has yet to experience before reaching the destination and/or to prioritize one packet over another (([1][3][6][9][12][18])). 

During the email discussion in [21] and online meeting, it was discussed that the number of hops is mostly relevant for the DL, as the number of hops in the UL is the same from a given IAB node. However, the rapporteur’s understanding is that this is not necessarily true (e.g., if the IAB node is operating in DC with two different donor CUs). 

Q4a:  Do companies support the configuration of IAB nodes and donor DU with the number of hops per downstream destination routing ID? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	No
	

	Interdigital
	Yes
	In general, in a multi-hop setting, it is almost impossible to know the exact remaining latency, and this has to be estiamted somehow. 
The number of hops can be considered as a crude estimate of the remaining latency, and as such, maynot be directly used to enforce the latecny of a certain packet. However, it can be a very useful information that the scheduler can employ when it has to prioritize among packets of different bearers. 

	LG
	No
	If RAN2 use the number of hops per destination routing ID, the routing table should be updated whenever topology is changed. One BH RLF in an IAB node can cause routing table update of all IAB nodes in the topology. This means that bigger topology, far more signaling transmission to update a routing table. If the routing table is not properly updated after BH RLF occurs, the IAB node should make wrong determination and this deteriorate IAB performance.

Another point is that the proponent of proposal 7 and 8 said these two proposals are complementary. However, actually it is not true in some cases. For instance, when the IAB node receives the packet which has already experienced more latency than given PDB, the IAB node should forward the packet to the smaller hops of path. However, this can result in bad determination because this smaller hops of path already has many packets which has experienced much more latency, so the forwarded packet would experience more latency than expected, even though the smallest hops of path is used. In other words, all packets which has already experienced more latency than given PDB will compete at the smaller hops of path. We think that this is not a good mechanism to handle QoS or PDB over the IAB network.

	Fujitsu
	Yes, but
	We understand P7 and P8 should go together, but don’t understand why the overall number of hops per routing ID is needed. To estimate the rest latency a packet is going to experience, the donor-DU and IAB-nodes should be configured with the remaining number of hops per downlink routing ID.  

We support the configuration of IAB nodes and donor DU with the remaining number of hops per downstream destination routing ID.

	Kyocera
	-
	We’re fine with this new configuration, if the majority thinks it’s beneficial. 

	CATT
	Yes
	We suggest revising the hop number to remaining hops number.

In a multi-hop IAB-network, it is may create many overhead to estiamte the exact every hop latency. Knowing the number of remaining hops can provide some implicit information about the extra delays that packets are going to experience.

In RAN2#112e, we agreed the definition of fairness:

Topology-wide fairness provides mechanisms for the management of QoS so that the required QoS is met across the topology, regardless of where a UE attaches to the IAB network. Variants of this definition is not precluded.
We understand that topology-wide fairness requests that UE with different hops have the same QoS for the same service regardless of the hop number UE will experience. To achieve the fairness in R17, IAB node should be configured the remaining hops.

The packet with lower remaining hops should be scheduled prioritized over the packet with higher remaining hops.

The parameter remaining hops number plays a crucial role in adjusting the scheduling strategy for prioritization.


	Lenovo
	No
	Using the hop number to estimate the extra latency is too rough to achieve the benefit.

	Ericsson
	No
	Similar to previous question, it is not clear how the number of hops and the legacy per-hop PDB can be used together. The per-hop BH RLC Channel PDB configuration is supposed to be configured at each IAB node such that the end-to-end latency requirement of a packet is fulfilled. So how should this (remaining) number of hops be used? Is it expected that the IAB node partitions the available configured PDB among the number of hops? If this is the case, isn´t simpler to just configure an IAB node with a PDB per destination per BH RLC channel? Otherwise, the CU would be required to configure the PDB differently than how it does today, and rely on the DU to split the configured PDB with the number of hops. This seems to just complicate the configuration and the overall handling of the PDB locally at the IAB node.

	ZTE
	No
	According to the latest TS 38.473, for the QoS information associated with BH RLC channels configured by IAB donor CU, the PDB defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT. For the data traffic with similar QoS requirement but different number of hops, lower PDB value is expected to be configured for the corresponding BH RLC channels. IAB node may set higher logical channel priority level for BH RLC channels with lower PDB value, thus the scheduling of backhaul traffic from such BH RLC channel may be prioritized. It is not necessary to configure the hop number to prioritize the packet transmission with higher remaining hops.
[Samsung] Since you support the introduction of time info in the BAP header, don’t you agree that a measure of the tolerable delay (e.g. number of remaining hops) is needed for the time info to be useful?

	Samsung
	Yes
	We agree with Fujitsu that the remaining number of hops is a better estimate of the ‘tolerable’ latency and can be combined well with time info in the BAP header on remaining PDB. As a minimum, we feel very strongly this design should be adopted for Rel-17 to address the WID scope we are committed to.

	Sony
	Yes for control plane based solution
	Number of hops information is beneficial to improve latency performance e.g. the number of hops can provide rough information on the delay performance on each candidate route and topology-wide fairness. This information will help scheduler to prioritize certain packets in order to achieve the network wide fairness especially when local routing is permitted.

	Futurewei
	No
	This seems to have the same level of complexity in terms of configuration as configuring a PDB per Destination Routing ID (Q5). However, as compared to the proposal of Q5, the IAB node would have to do more work to convert this information into something useable by the scheduler (as Ericsson pointed out above). Furthermore, this approach would not be as accurate. Therefore, if we are going to configure some additional information per destination routing ID, we do not believe it should be the number of remaining hops.

	ITRI
	No
	We agree with Lenovo that using the hop number to estimate the extra latency is too rough for the benefit. If we really do it, implicit timing information derived from the hop number may not be accurate enough and cause a wrong scheduling decision at intermediate IAB nodes. 

	Apple
	No strong view
	As we have already commented online, one of the ways of using # of hops, remaining number of hops is as an inaccurate quick e2e check on PDB whereas the residual PDB at each node is a more accurate but option with more overhead. If we have two routes with different hops and same PDB, what should the behavior here be? We don’t see that the number of hops is really helpful in this scenario/ 

	NEC
	No
	With the above comments, we expressed our view that the per hop PDB is sufficient to ensure the end to end packet delay by proper configuration from Donor CU. It is meanless to prioritize the BAP PDU with less remaining hops. It doesn’t make any sense that a logical channel is not scheduled in the same manner. If a UE bearer is important, Donor CU can configure a one to one mapping for this UE bearer.  

	vivo
	Yes
	We share Fujitsu view that P7/P8 are complementary. Specifically, we prefer to use F1-C signalling to configure this parameter over the inclusion of the parameter in BAP header.

In our understanding, the scenario raised by LG is more like ‘local re-routing’ instead of ‘packets prioritization’. For ‘local re-routing’, packet would be delivered to another path (if available) so that it can anyway arrive at the destination node; for ‘packets prioritization’, packet would be prioritized over the same path so that it can arrive before the expiry of PDB.  



Q4b:  Do companies support the configuration of IAB nodes with the number of hops per upstream destination routing ID (e.g., in case of DC with different donor CUs)? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	No
	

	Interdigital
	Maybe
	It can be useful in the case there are IAB nodes that are operating in DC with different donor CUs, where the number of hops in the UL that packets could take from a given IAB node could be different, depending whether the packet is destined for the MN or the SN. 

	LG
	No
	Same comment in Q4a.

	Fujitsu
	Yes, but
	Don’t understand why the overall number of hops per routing ID is needed. To estimate the rest latency a packet is going to experience, the IAB-nodes should be configured with the remaining number of hops per upstream routing ID.

To be accurate, even in NR-DC with the same donor-DU, the remaining number of hops per upstream routing ID can be different, depending on CU routing configuration.
We support the configuration of IAB nodes and donor DU with the remaining number of hops per upstream destination routing ID.

	Kyocera
	-
	We’re fine with this new configuration, if the majority thinks it’s beneficial.

	CATT
	Yes
	The remaining hop number is benefited to both upstream and downstream scheduling.

	Lenovo
	No
	Using the hop number to estimate the extra latency is too rough to achieve the benefit.

	Ericsson
	No
	Same comment as above.

	ZTE
	No
	Same comment as Q4a

	Samsung
	Possibly
	

	Sony
	Yes
	We think this may be useful to cover uncertainty in performance due to local routing.

	Futurewei
	No
	Similar to our response to Q4a above, this information would have limited utility, and it requires more processing to be useful to the scheduler. This is true even in the case of DC.

	ITRI
	No
	Same comment as Q4a

	Apple
	No strong view
	Same responses as in Q4a. 

	NEC
	No 
	This impact LCP procedure. 

	vivo
	Yes
	Same comment in Q4a.


There were also some proposals that addresses the problem of latency enforcement in a way different from the above. In ([8][15]), it was proposed to configure the BH RLC channels with a multitude of per-hop PDB values corresponding to different destination routing IDs. In [15], it is further proposed that each IAB node can include the per-hop PDB deficit/surplus in the previous hop in the BAP header, which can be used to relax/restrict the scheduling of the packet over the next hop.

Q5:  Do companies support the configuration of BH RLC channels with multitude of per-hop PDBs corresponding to different destination routing IDs? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	No
	

	Interdigital
	No
	It seems to us that the intention is to faciliate the per-hop PDB splitting for the case of N:1 mapping?
For example, if there are 2 bearers, one two hops away, and the other 3 hops away, and both have an E2E PDB of x, is the inention to have them mapped on the same BH RLC channel on the fist and second hops where this backhaul RLC channel has PDB values of x/3 for destination address of bearer 2, and x/2 for destination address of bearer 1?
If that is the correct understanding, then:

· This is not relevant for 1:1 mapped bearers, where the latency enforcement is probably more important (as our understanding is that packet with very strict latency requirements are to be mapped 1:1)

· Even if we have two packets that are destined at the same IAB node, it doesn’t mean they will have a similar E2E PDB. So splitting the per-hop PDB per destination will not help in this case.
· Couldn’t the same behavior be achievable even in rel-16 via implemenation (e.g. creating multiple BH RLC channels, each with different per-hop PDB, and mapping the packets with certain routing IDs to the corresponding BH RLC channel)

	LG
	No
	We don’t think this kind of approach would be helpful.

	Fujitsu
	No
	The BH RLC PDB is subject to donor CU’s implementation, specifically, the CU can configure the BH RLC channel for each routing ID. If different routing IDs have different per-hop PDB expected, they should not be mapped into the same BH RLC channel. In other words, the expected one-hop PDB of the UE bearers should align with the PDB of the mapping BH RLC channel configured by F1-AP. CU can ensure that the expected one-hop PDB of the UE bearers align with the per-hop PDB of the BH RLC channel.

	Kyocera
	-
	We’re fine with this new configuration, if the majority thinks it’s beneficial.

	CATT
	No
	

	Lenovo
	No
	Why not to use the 1:1 mapping directly for different bearers since we already have sufficient BH RLC CHs in the backhaul link?

	Ericsson
	Yes
	This provides more accurate information than the number of (remaining) hops which are not directly correlated to the PDB. Related to the Interdigital arguments wouldn´t the same comments be also applicable to e.g. the number of hops?

Anyway, as already said above, a proper configuration of the per-hop BH RLC channel PDB should not create any problem for the fulfillment of the end-to-end latency requirements.

	ZTE
	No
	For the data packets with different per-hop PDB values , it is better for donor CU to map them to different BH RLC channels. Based on this observation, it is not necessary to configure multitude per-hop PDB value for a given BH RLC channels. 

	Samsung
	No
	If packets with different routing IDs have different per-hop PDB, why are they not mapped to different BH RLC channels? If they are aggregated on a certain part of the route (N:1 mapping is used), and then the nodes are expected to demultiplex them based on different PDBs per different routing IDs, how can this be done without a bearer ID? 

	Sony
	Yes, if present in control plane
	We are in favour of control plane based solution and think CU is aware of different routes and can determine entire route PDB. The only uncertainty is due to local routing but CU still has an overview of end to end latency and fairness. This is not only applicable to N:1 but also 1:1 mapping.

	Futurewei
	Yes
	If we are going to include additional information related to the PDB per routing ID, then we prefer to configure this directly, rather than the number of remaining hops since it is more accurate and can be used directly by the scheduler.
Our understanding is that this would be a configuration, and not some additional static or dynamic field(s) in the BAP header.

	ITRI
	Yes
	From our point of view, solutions that preserve the centralized architecture can be prioritized. The effort is that RAN2 needs to coordinate with RAN3 to consider the latency measurement report and the actions to be taken by the descendant nodes and donor-CU to achieve these goals.

	Apple
	No 
	 We are ok to have a configuration if it is the majority view but with agree with the rest on why the N:1 mapping in this situation cannot be converted to a 1:1 mapping.

	NEC
	No 
	One logical channel should be scheduled together with the same QoS. 

	vivo
	No
	If this information is NOT utilized together with the timestamp mentioned in Q2, we are not sure how could this mechanism work as it simply extends ‘the 1-to-1 mapping between per-hop PDB and per BH RLC CH’ to ‘N-to-1 (by considering routing ID)’, which actually makes no difference compared to the legacy situation (where IAB-node only has the per-hop PDB information per BH RLC CH). In another words, this solution merely proposes a finer granularity of defining the per-hop PDB from “per BH RLC CH” to “per BH RLC CH per routing ID”.


4. UL flow control

In [6], [14] and [18], UL hop-by-hop flow control is proposed for better congestion mitigation via improved UL scheduling and resource utilization (including the case of DC where only the MCG or SCG is congested), while [3][13][15] and [19] propose not to introduce UL flow control as current mechanisms (parent controlling child’s UL traffic flow based on BSR received and grants provided in response to that).

Q6:  Do companies support the introduction of UL hop-by-hop flow control mechanisms? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	Yes
	As in the chair minutes, the discussion point is for supporting UL flow control triggered local re-routing.
One Further round of offline discussion: 

-
P7 P8 

-
Consider also P11, consiering that the purpose to trigger local rerouting, at situations when there would be no local build up of buffers. 

-
Consider complexity and gain. 
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One of the typical use case is to avoid data congestion, for the IAB node with dual parents but one of them is UL congested. Triggering local re-routing can be efficient solution to reduce congestion and latency.

Also, the spec impact/standard effort could be quiet small (almost 0), since RAN2 will anyway define the DL local rerouting triggered by flow control and can fully reuse the R16 flow control format.
Note the UL scheduling can only throttle the data transmission in one MAC (or on backpressure the data in one cell group). BAP layer is the only way to switch data from one MAC to another MAC by local re-routing.

	Interdigital
	Yes 
	We agree with the explanation from Huawei.

	LG
	No
	It needs to know when the UL congestion occurs, normally DU of the parent IAB node would give sufficient UL grants to MT of the IAB node and UL congestion may not happen. However, if BH RLF occurs in the parent IAB node, DU of the parent IAB node may not give sufficient UL grants to MT of the IAB node even after receiving a BSR and we think that this causes UL congestion. That is, the main reason of UL congestion would be BH RLF.

With this understanding, we think that enhancement on BH RLF indication, which allows local re-routing, can make the IAB node avoid UL congestion. Given that UE behavior by BH RFL indication is considered with DC case, UL congestion with DC which mentioned in on-line discussion can be also relieved by enhancement on BH RLF indication.

	Fujitsu
	Yes
	It will benefit uplink local re-routing. UL grants-based approach cannot achieve fine level, e.g., per routing-ID level flow control.

	Kyocera
	No
	We think Rel-16 mechanism still works well for UL flow control, i.e., the parent can manage/control it by UL grant. 

We assume it’s a different issue what if the child is not granted any UL resources, e.g., the child experiences its buffer overflow and/or some packets at the child experiences longer delay. We’re open to discuss such an issue, e.g., a new triggering condition for local rerouting. 

	CATT
	Yes
	If the buffer status of child IAB-node is over a threshold to trigger rerouting. Maybe the child IAB-node already congested. Congestion can be transmitted from parent to child and descendant node. UL Flow control feedback triggering Local rerouting can avoid the congestion in advance and the congestion transmission.

	Lenovo
	Yes
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For the scenario of a parent IAB node (IAB node 2) with two grandparent nodes (IAB node 3 and 4). If only one of the grandparents BH links suffer congestion, and then the parent IAB node 2 stops scheduling UL to the child IAB node 1. Which will have impacts on another available UL grandparent BH link.

Thus, the implementation method via scheduling is inadequate for above scenario and we need to introduce UL HbH flow control as a supplementation.

	Ericsson
	No
	It is not clear why in order to enable UL local routing, the UL HbH flow control feedback is needed. It is true that buffer status is only known at lower layers, but RLC/MAC should be able to communicate to BAP, e.g. via implementation, whether there is congestion or not (e.g. based on buffer status thresholds configured by the CU) so that data switch can be performed. 

Requiring an UL HbH flow control signaling to enable UL local routing seems an overkill, considering that the child has all the information available locally to determine whether it is experiencing congestion or not.

	ZTE
	No
	The UL HbH flow control has been discussed in Rel-16. It’s observed that congested IAB node DU may allocate the UL resources less than the amount of resource requested by child IAB MT. In this way, the IAB node DU could slow down the data rate of ingress bearer to match the data rate of egress bearer. So UL scheduling is considered baseline for UL hop-by-hop flow control. We think this mechanism is good enough to alleviate the short-term congestion. For the long term congestion, it could be alleviated by the congestion report from IAB node DU to donor CU.

	Samsung
	No
	First of all, we do not agree with Huawei’s approach to focus this discussion on whether UL HbH flow control should trigger local re-routing. We first need to decide whether to introduce such a feature. Of course, one of the consequences of introducing it would be the possibility to use it for local re-routing. But we do not agree that this should be the starting point of the discussion, nor do we agree that this is what RAN2 Chair intended, as suggested by Huawei: “As in the chair minutes, the discussion point is for supporting UL flow control triggered local re-routing.” BSR from child node could be used for UL congestion mitigation (based on node implementation) – we do not need a new mechanism for that.
And we do not see any other valid reason – UL scheduling already acts as a robust backpressure alleviating mechanism. We are also unsure as to the claims made that this has zero standardization impact. Even if that were true, this is not a reason to agree a feature for which alternatives already exist.

	Sony
	Yes
	We also share the view that UL flow control would be beneficial to local rerouting.

	Futurewei
	Yes
	We agree with comments from Huawei and Lenovo above

	ITRI
	-
	We’re fine with UL HbH flow control, if the majority thinks it’s beneficial.

	Apple
	No
	Agree with ZTE’s views.

	NEC
	Yes
	We observed that UL flow control helps for local re-routing. It is more efficient compared to configuring a buffer overload threshold. 

	
	
	


5. Summary
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