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1. Introduction
At RAN2 #113bis-e, RAN2 discussed the details on the busy indication and agreed as follows:
Agreements:
1.	Only support NAS-based busy indication (for IDLE and INACTIVE)
However, after the above agreement was made, consideration on feasibility about using NAS message has been raised. Then, it was agreed to send LS to SA2, CT1, RAN3 to ask feedback as follows:
· If SA2/CT1/RAN3 feedback indicates this is not possible, RAN2 can revert the agreement on NAS-based busy indication for INACTIVE.
· Send LS to SA2, CT1, RAN3 (short email discussion) asking for feedback
This paper focuses on the busy indication procedure and attempts to investigate how RRC connection is handled while sending busy indication based on the reply LS from SA2 [1].

2. Discussion
2.1 Consideration on sending busy indication while RRC_INACTIVE state
In the reply LS from SA2 [1], a concern has been raised about data scheduling while UE is in RRC_CONNECTED for sending busy indication, as excerpted below. 
· The UE resumes from RRC-Inactive when sending the Paging Reject in NAS level.
· The RAN is unaware of the content of the NAS message and forwards the NAS message to AMF. The RAN node starts scheduling the DL data or signalling within its buffers for the UE. 
· Depending upon UE implementation, the UE may discard any received packet or NAS PDU, which would lead to use of Uu resources for these discarded packets or NAS PDUs.
· This may continue until the UE is released. 
· RAN receives the N2 release request from the AMF and then releases the UE to CM-IDLE/RRC-IDLE.
This concerning case is likely to occur, since the gNB don’t know the fact that the UE requests to resume an RRC connection temporality for sending a busy indication. In this case, the UE does not intend to accept the incoming DL data, and so the UE may discard any received data as described in the reply LS or may not process the received data even though it is delivered to upper layers. In any cases, the consequence results in wasting the radio resources.
We agree with this concern because there is no way to indicate if the RRC connection is for sending busy indication in the current specification. However, this issue can be solved by indicating the purpose of the connection as resumeCause of RRCResumeRequest. If the purpose of the connection is sending busy indication, the RAN node in network B can assume that data scheduling for the UE is not necessary. Currently, there are five spare values for the ResumeCause, as excerpted from TS 38.331 below. Due to the limited number of the spare bits, use of the spare bits needs to be assessed carefully, like done for LTE in the past. Nonetheless, it is worthwhile discussing how to resolve the potential issue raised by SA2.
-- ASN1START
-- TAG-RESUMECAUSE-START

ResumeCause ::=             ENUMERATED {emergency, highPriorityAccess, mt-Access, mo-Signalling,
                                        mo-Data, mo-VoiceCall, mo-VideoCall, mo-SMS, rna-Update, mps-PriorityAccess,
                                        mcs-PriorityAccess, spare1, spare2, spare3, spare4, spare5 }

-- TAG-RESUMECAUSE-STOP
-- ASN1STOP

Proposal 1:	Add a new cause value for resumeCause of RRCResumeRequest to indicate the purpose of the connection is sending busy indication.
Aside from the above concern, it seems that RAN2 proposal to support NAS-based busy indication for RRC_INACTIVE has been positively received by SA2, based on reply LS and attached CR, since the attached CR covers the case where the busy indication can be triggered by the UE in RRC_INACTIVE with editor’s note. In addition, the new cause value of resumeCause can strengthen supporting NAS-based busy indication as baseline for INACTIVE, by ironing out the concern raised by SA2. Thus, the following is proposed.
Proposal 2:	RAN2 to keep the agreement to support NAS-based busy indication for IDLE and INACTIVE.

2.2 RRC state transition on network B after sending busy indication
On the other hand, the following consideration is also mentioned in the reply LS from SA2 [1].
· SA2 would also like to bring to RAN2’s attention the attached CR implies that at the end of the 5GS NAS Leaving procedure the UE is always put in RRC Idle state.
There would be the scenario that result in inefficient signalling if the UE always transits to the idle state after the leaving procedure. For example, in case the communication in network A is of high priority but just short, UE may want to resume the connection in network B immediately. In that case, since UE needs to perform connection establishment from the beginning, transition to RRC_IDLE causes inefficient signalling. To avoid such inefficient signalling, at least UE should be able to indicate preferred RRC state, and then network can decide to which RRC state UE transits finally.
Proposal 3:	UE is allowed to indicate preferred RRC state after sending busy indication.

3. Summary and proposal
This paper discussed the Signalling design on busy indication procedure. In summary, the followings were proposed:
Proposal 1:	Add a new cause value for resumeCause of RRCResumeRequest to indicate the purpose of the connection is sending busy indication.
Proposal 2:	RAN2 to keep the agreement to support NAS-based busy indication for IDLE and INACTIVE.
Proposal 3:	UE is allowed to indicate preferred RRC state after sending busy indication.
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