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1 Introduction
In the previous meeting, several issues related to inter-donor adaptation were either not discussed or were discussed but several major issues remain, including:
· Full migration

· Inter-donor-DU rerouting 

· CP-UP separation

· Inter-CU routing 

· CHO

· Other RLF related issue

In this contribution, we will further address these issues. 

2 Full migration 

In last RAN3 meeting, an LS on the realization of full migration is sent out, and two implementations are given:
- Implementation 1: the two logical DUs use separate physical cell resources
In this case, since the two logical DUs at the boundary IAB node can be considered as two independent entities, the second logical DU can be set up without impact to the first logical DU. The baseline procedure should be:

· Step 1: the second logical DU starts the F1 setup procedure with the target donor CU
· Step 2: the source donor CU performs UE handover procedure to move UE to the target donor CU
          In this sense, the UE only needs to perform the legacy handover procedures. Thus, we didn’t see any technical issue.
- Implementation 2: the two logical DUs use the same physical cell resources
         In RAN3 LS, the following questions are asked w.r.t, Alt. 2, 

	· Q1: Whether the current specification enables a RRC CONNECTED UE remains connected, while observing the change of NCGI, and no change to the PCI?

· Q2: is it possible to use same PCI for cell1 and cell2, and support the HO from cell1 to cell2 without new impact to the UE (e.g. a legacy UE)?

· Q3: when cell1 and cell2 use different PCI/NCGI, is it possible to use one set of shared resource, without new impact to the UE?


        For Q1: since NCGI is broadcast via SIB1, the change of NCGI can be achieved by updating SIB1. So, we didn’t identify any issues for NCGI change without PCI change. 
        For Q2: if two neighbouring cells have same PCI, it may cause severe interference, especially at the cell edge. So, in a reasonable deployment, such scenario may not happen. Thus, we think some additional enhancements may be needed to resolve the inter-cell interference during the HO procedure. 

        For Q3: this situation is similar to the RAN sharing case. If the network side can have a good resource coordination, e.g., the resource of two cells are TDM/FDM for multiplexing, there may not have big issue for the UE. 
Beside the above three questions, such implementation introduces more issues for further study, e.g., Cell switching (when and how to active the DU2 cells, PCI/NCGI of the logical DUs is the same or not?), F1 setup procedure (when to setup F1 interface between logical DU2 and the target donor CU), traffic interruption (when to start the descendant nodes and UE handover, how to resolve the burst signaling transmit for descendant nodes and UE handover procedure on Xn/Uu/BH link, how to resolve the congestion on RACH of the DU2). Moreover, the above issues need coordination across multiple WGs. From RAN2 point of view, those issues need more effort. Given we only have three meetings left, we prefer to postpone the study on Implementation 2 in Rel-17. 

Proposal 1-1: In Rel-17, the study of full migration is focused on Implementation 1. 
Proposal 1-2: An Reply LS can be sent to RAN3 by indicating RAN2 preference of implementation 1, and considering the following answers to three questions:
· Q1: RAN2 didn’t identify any issues for NCGI change without PCI change. 

· Q2: Additional enhancements may be needed to resolve the inter-cell interference during the HO procedure. 
· Q3: the resource of two cells can be multiplexed as TDM/FDM so that there may not have big issue for the UE.
3 Inter-donor-DU rerouting

A typical issue linked to inter-donor-DU rerouting is illustrated by an IAB node (IAB node 1b) with two child nodes (IAB node 2a and IAB node 2b) performing inter-DU migration. In this case, several UL packets with BAP routing ID towards ‘old’ donor DU are buffered at IAB node 1b and possibly also e.g. IAB node 2a (the child node of the migrated node). Those buffered packets should be routed to the new donor DU. However, at the target path, the intermediate node does not have a routing entry towards the new donor DU.
The key issue is minimizing data loss in case of donor-DU migration (which may or may not include CU change).
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Fig. 1 (from TR 38.874)

We envisage two possible options:

· Option 1: a default UL F1-U configuration (comprising default BAP routing ID, default BH RLC CH, and next-hop node) is used to re-route all the packets impacted by the migration to the new destination. This default configuration can be used when no routing entry can match the BAP routing ID, and the default BAP routing ID is used to replace the BAP routing IDs used at the source path.
· Option 2: the BAP header change (a list of BAP routing ID information updates, each item including old BAP routing ID and new BAP routing ID) is applied to each packet impacted by the migration individually and used for packet re-routing to the new destination.
In Table 1 below we show a high-level comparison between the two Options:
	
	Signaling enhancement 
	Cons. 

	Option 1
	· Default UL F1-U configuration (e.g., BAP routing ID, BH RLC CH) via RRCReconfiguration

	no QoS differentiation for buffered packets; no load balancing of buffered packets
(Please note that, this may not be a big problem since the number of buffered packets during the migration procedure may not be large)

	Option 2
	· Configurations for BAP header change in RRCReconfiguration message

· Configuration release for BAP header change

· (BAP routing ID notification over Xn for inter-CU case)
	comparatively higher signaling impact

          


Table 1

Proposal 2-1: RAN2 to discuss Options 1 & 2, using the above descriptions and comparison Table as starting point.
When it comes to Option 1, there are two sub-options for configuring the default UL F1-U configuration:

· Use HO CMD (RRCReconfiguration);
· Use additional RRCReconfig message after RRCReconfigurationComplete message.
If there are descendant nodes under IAB node, the RRCReconfiguration (HO CMD) can be used as well to configure default UL F1-U configuration for these nodes.

Proposal 2-2: RAN2 to discuss the signaling used to configure Option 1.

For Option 2, depending on the design there may be a time gap between reception of HO CMD (containing BAP header change configuration), and reception of F1AP including new routing configuration; we foresee two possible solutions:

· Case 1: header change configuration and new routing configuration are both contained in HO CMD
· In this case, impacted packets are simply buffered until RRC configuration is completed

· Case 2: header change config is in HO CMD, while new routing config is received after RRCReconfigComplete

Proposal 2-3: RAN2 to discuss the signaling used to configure Option 2.
For the descendant nodes, the above two options are still applicable. To unify the design, it is better to use the same solution for both migrated IAB node and descendant node.  
4 CP-UP separation
· Support of split SRB2 for F1-C traffic

In RAN2#113bis-e, the following agreement are achieved:

· SRB2 can be used for F1-C transport in CP/UP-separation scenario 1 (FFS other cases)
· Split SRB2 can be used for F1-C transport in CP/UP-separation scenario 2 (FFS other cases)
Currently, the split SRB2 is utilized for the RRC message transfer as 

	else (i.e. the PDCP duplication is deactivated for the RB or the RB is a DAPS bearer):

-
if the split secondary RLC entity is configured; and

-
if the total amount of PDCP data volume and RLC data volume pending for initial transmission (as specified in TS 38.322 [5]) in the primary RLC entity and the split secondary RLC entity is equal to or larger than ul-DataSplitThreshold:

-
submit the PDCP PDU to either the primary RLC entity or the split secondary RLC entity;

<unrelated part is omitted>

-
else:

-
submit the PDCP PDU to the primary RLC entity.


In this sense, if the PDCP&RLC data volume is smaller than the threshold, the RRC message should be transmitted via the primary RLC entity. However, F1-C transport is determined by the explicit configuration of F1-C transfer path. Thus, some exceptions should be defined for split SRB2 when transmitting F1-C traffic, e.g., if split SRB2 RRC message contains the F1-C traffic only, its transmission should follow the configuration of F1-C transfer path. On the other hand, the split SRB2 RRC message may contain F1-C traffic and other information unrelated to IAB; in this case, how to deal with its transmission (e.g., follow legacy split SRB2 method, or follow the configuration of F1-C transfer path) needs further discussion.
Proposal 3-1: in order to support F1-C via split SRB2, the following issues should be discussed:

· Exceptions for F1-C traffic via split SRB2

· How to deal with the split SRB2 RRC message if it contains F1-C traffic and other information unrelated to IAB. 
· Additional support for SRB3

Over Xn interface, the split SRB2 establishment may be refused by the SN. In this case, the SRB3 can be used for the F1-C traffic transfer. Thus, SRB3 can be also supported. Specifically, the MN can send the request for F1-C traffic transfer, and then SN can determine to admit split SRB2 or set up SRB3.  

Proposal 3-2: SRB3 should be supported for F1-C traffic transfer when split SRB2 is not admitted by SN. 

· F1-C traffic transfer path configuration

During the e-mail discussion, “(MN, SN, both)” and “(MCG, SCG, both)” are proposed. We think the latter one makes more technical sense since the selected path is referring to cell group. On the other hand, we are also considering a configuration of indicating the used cell group ID to support the potential multi-connectivity in the future. 
Proposal 3-3: the F1-C traffic transfer path configuration is “(MCG, SCG, both)” if a future-proof way is not agreeable in RAN2; otherwise, RAN2 can discuss such configuration to support potential multi-connectivity in the future. 
· Support F1-C traffic via both RRC and BH RLC CH at the same cell group

RAN2 already achieved the following agreements:

	· F1-C over RRC and F1-C over BAP should not be supported simultaneously on the same parent link.


To support such agreement, we can consider the following two options:
· Option 1: F1-C-over-BAP is selected as long as BH RLC CH for F1-C is configured.

· Option 2: An explicit configuration is sent to the IAB-MT by indicating either F1-C-over-BAP or F1-C-over-RRC
Proposal 3-4: RAN2 discuss the following two options: 
· Option 1: F1-C-over-BAP is selected as long as BH RLC CH for F1-C is configured.
· Option 2: an explicit indication to the IAB-MT to indicate either F1-C-over-BAP or F1-C-over-RRC
5 Inter-CU routing
· BAP routing ID mapping at the boundary node
During the post-RAN2#114e e-mail discussion, majority companies agree to support 1:1 and N:1 mapping from “previous routing ID” to “new routing ID”; while 1:N mapping is questionable. As defined, BAP routing ID represents the routing path, and all packets with the same BAP routing ID should be routed via the same routing path. Thus, 

· 1:1 mapping: the packets routed via the same routing path in the first topology is routed via the same routing path in the second topology; 

· N:1 mapping: the packets via different routing paths in the first topology is routed via the same routing path in the second topology
· 1:N mapping: the packets via the same routing path in the first topology is routed via different routing paths in the second topology

In our understanding, the routing path is related to the resource status of the nodes along the path. The support of 1:1 and N:1 mapping indicates that the nodes in the second topology along the routing path should admit the packets from one or multiple routing paths in the first topology. If 1:N mapping is not supported, it means that the packets with the same BAP routing ID (i.e., same routing path) in first topology should be routed via the same routing path in the second topology. 

Observation 1: without support of 1:N mapping on BAP routing ID,  the packets with the same BAP routing ID (i.e., same routing path) in first topology shall be routed via the same routing path in the second topology. 

Such requirement becomes much restricted. In the real deployment, we may encounter a case that the packets from one routing path in the first topology cannot be served by one routing path in second topology because of resource shortage. If 1:N is not supported, it means that if there is resource shortage issue in second topology, the packets from one routing path of first topology cannot be served by second topology since we restrict that those packets should be transmitted via the same path in the second topology. 
The concern of supporting 1:N mapping may be due to that the packets with the same BAP routing ID in first topology do not provide any additional information to derive multiple BAP routing IDs in the secondary topology. This may not be true. When the boundary IAB node receives a packet, the derived information includes BAP routing ID, ingress BH RLC CH, and prior-hop node. For example, in the ingress link, there are three types of traffic with the following information, 

· Type 1: BAP routing ID1+ Ingress BH RLC CH1+ Prior-hop BAP address 1
· Type 2: BAP routing ID1+ Ingress BH RLC CH2+ Prior-hop BAP address 1
· Type 3: BAP routing ID1+ Ingress BH RLC CH3+ Prior-hop BAP address 1
In this case, Type 1 can be mapped to “BAP routing ID5+ egress BH RLC CH1+ next-hop BAP address 1”; Type 2 can be mapped to “BAP routing ID6+ egress BH RLC CH2+ next-hop BAP address1”, Type 3 can be mapped to “BAP routing ID7+ egress BH RLC CH3+ next-hop BAP address1”.
The above example shows the evidence of supporting 1:N mapping. Thus, we propose

 Proposal 4-1: except 1:1 and N:1 mapping, 1:N mapping for the BAP routing ID rewriting should be supported as well in case that the nodes along one routing path of the second topology cannot serve the packets from one routing path in the first topology.  

· Traffic mapping at the boundary IAB node
During the e-mail discussion, majority companies agree to support 1:1 and N:1 mapping from “ingress BH link+ingress BH RLC CH” to “egress BH link + egress BH RLC ID”, while 1: N mapping is questionable. Without 1: N mapping, it means that the second topology has to use one egress BH RLC CH to serve the packets from one ingress BH RLC CH. 
Observation 2: without support of 1:N mapping on BH RLC CH, the packets from the same ingress BH RLC CH shall be transmitted via the same egress BH RLC CH. 

However, in the real world, the packets in one ingress BH RLC CH may have different BAP routing IDs (i.e., different routing paths), the second topology may not be able to find one egress BH RLC CH to admit all packets from such ingress BH RLC CH due to resource shortage. If 1:N mapping is allowed, the boundary IAB node can map the packets in the same ingress BH RLC CH to different BH RLC CHs with different QoS parameters in case of resource shortage. 

To realize the 1:N mapping, the BAP routing ID contained in the packets from one ingress BH RLC CH can be used, i.e., the packets with different BAP routing IDs can be mapped to different egress BH RLC CHs. Thus, the information contained in the packet can be used to realize 1: N mapping. 

Proposal 4-2: except 1:1 and N: 1 mapping, 1: N mapping from “ingress BH link + ingress BH RLC CH” to “egress BH link + egress BH RLC ID” by considering BAP routing ID contained in the packet. 

· Information used for mapping at the boundary IAB node 

As discussed above, the boundary IAB node can derive BAP routing ID + ingress BH RLC CH + prior-hop node from each ingress packet. The important thing is which information is used for the mapping rather than discussing 1:1/N:1/1:N mapping. In our opinion, the mapping performed at the boundary IAB node can take “BAP routing ID + ingress BH RLC CH + prior-hop BAP address” into account. With those three information, 1:1/N:1/1:N mapping for BAP routing ID/BH RLC CH can be realized. 
Proposal 4-3: the mapping at the boundary IAB node can be performed from “BAP routing ID + ingress BH RLC CH + prior-hop link” to “BAP routing ID + egress BH RLC CH + next-hop link”. 
· Identify packets needing BAP header rewriting
Since the mapping at the boundary IAB node, the information in ingress packet, i.e., BAP routing ID + ingress BH RLC CH + prior-hop link, can be used to identify the packet needing header rewriting. The packets with matched BAP routing ID + ingress BH RLC CH + prior-hop link should updated via new BAP routing ID.
Proposal 4-4: the packet needing BAP header rewriting can be identified by configuring BAP routing ID + ingress BH RLC CH + prior-hop link.  
6 CHO 

During the e-mail discussion, the following open issues need further discussion:

· Migration of descendant IAB nodes/UEs

During the migration procedure, the descendant node should apply the configurations corresponding to the migrated IAB node. Thus, if the migrated IAB node performs the CHO, the descendant node should be aware of the target cell selected by the migrated node so as to apply the corresponding configuration. In other words, some enhancements may be needed for the migration of descendant IAB nodes/UEs. Moreover, we assume the CHO is applicable for both intra-CU/inter-DU and inter-CU migration. Since RAN3 is still carrying out inter-donor migration. We think the migration of descendant IAB nodes/UEs during CHO can be discussed later when RAN3 has some conclusions for inter-CU migration. 

Proposal 5-1: RAN2 study the CHO for the top-level migrated IAB node first. The migration of descendant IAB nodes/UEs can be further discussed after RAN3 concludes the inter-CU migration. 

· Other CHO execution condition

CHO is used for guaranteeing the fast connection trials upon the unexpected channel degradation in short time. Because the channel degradation was the main reason on this case, the condition for triggering CHO was only on channel situations like A3/A5. Our main concern regarding IAB network is that only considering channel as a triggering condition for CHO cannot catch up with the connection loss with the donor node. If an IAB node is single connected to its parent node, and received the RLF detection indication from that parent node, then there will be loss of connection with its donor node. The duration of connection loss will be varying on the situation. The duration consists of cell selection and RRC Reestablishment procedure (RA+Tx of RRCReestablishmentRequest+Rx of RRCReestablishment+Tx of RRCReestablishment). Moreover there is the possibility of failure of this RRC reestablishment procedure, which means there would be the delay of maximum value of timer T301, T311 and more. If the IAB node with DC configured receives RLF detection notification, then that can be handled by using BAP layer rerouting to detour to the available link. Otherwise, the only thing IAB node is just to wait for the recovery of parent node. This is the exact objective to be tackled in this WI (below captured). Otherwise, actually there is no solution on the table to handle this. 

· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
There was the concern that executing CHO at type 2 RLF indication would make topology unstable; however, normal migration procedure is already specified, and CHO is reusing that procedure. Moreover, configuration of CHO is already agreed in IAB, which means topology instability is acceptable up to a point. 

Observation 5. CHO is already agreed for IAB, which means the corresponding topology change and any instability incurred is tolerable.
If the RLF at parent is expected to be recovered soon, then network doesn’t need to buy this solution. Otherwise, network might need this. Obviously this is up to the network decision. 
Proposal 5-2: RAN2 agrees to CHO when the single connected IAB node has received RLF detection indication from its only parent IAB node, of which configuration is up to the network.

If this is agreed, we can further consider the details on CHO. CHO execution only upon receiving type 2 RLF indication is insufficient since there is no guarantee that the selected or preconfigured candidate target cell has the minimum channel quality to be accessed. Therefore, there should be the mechanism to guarantee the channel quality on the target cell. It is simple to use A4 on this to guarantee the minimum channel quality. 

Proposal 5-3: RAN2 agree that single connected IAB node receives type 2 RLF indication should execute CHO only to the candidate cell of which channel quality is better than preconfigured threshold value.
7 Other RLF related issue
As observed in previous topology adaptation discussions, and cited by rapporteur for RLF type 2/3 issues, there is another issue to be discussed in CP aspects: the deactivation of IAB support indication in SIB1. The main motivation is the IAB node which has failed on the recovery of RLF (so had transmitted type 4 RLF indication to its child node) doesn’t have connection with the network for a while. And this IAB node should be avoided for access by, at least, other IAB node(s). There were the opinions that handling of this is up to the implementation. However if this (keeping IAB support indication after type 4 RLF indication reception) is allowed, then any other IAB node accessing to this node (i.e., without connection with the network) will also be affected by the connection failure. Keeping IAB support bit in this case will have no benefit. 

Observation 6. If not muting IAB support bit in SIB when the IAB node receives type 4 RLF indication from its single parent IAB node, other accessing IAB node to this node will also experience connection failure. 

Proposal 6-1: RAN2 agree that IAB node deactivate iab-support bit in SIB1 broadcasted from its DU when it receives the type 4 RLF indication from its single parent IAB node. 
8 Conclusions
In this contribution, we address open issues for topology adaptation, and propose:
· Full migration 

Proposal 1-1: In Rel-17, the study of full migration is focused on Implementation 1. 

Proposal 1-2: An Reply LS can be sent to RAN3 by indicating RAN2 preference on implementation 1, and  considering the following answers to three questions:

· Q1: RAN2 didn’t identify any issues for NCGI change without PCI change. 

· Q2: Additional enhancements may be needed to resolve the inter-cell interference during the HO procedure. 

· Q3: the resource of two cells can be multiplexed as TDM/FDM so that there may not have big issue for the UE.
· Inter-donor-DU rerouting 

Proposal 2-1: RAN2 to discuss Options 1 & 2, using the above descriptions and comparison Table as starting point:
   Option 1: a default UL F1-U configuration (comprising default BAP routing ID and/or BH RLC CH) is used to re-route all the packets impacted by the migration to the new destination. This default configuration can be used when no routing entry can match the BAP routing ID.
   Option 2: the BAP header change (a list of BAP routing ID information updates, each item including old BAP routing ID and new BAP routing ID) is applied to each packet impacted by the migration individually and used for packet re-routing to the new destination.
Proposal 2-2: RAN2 to discuss the signaling used to configure Option 1.

Proposal 2-3: RAN2 to discuss the signaling used to configure Option 2.
· CP-UP separation:

Proposal 3-1: in order to support F1-C via split SRB2, the following issues should be discussed:

· Exceptions for F1-C traffic via split SRB2

· How to deal with the split SRB2 RRC message if it contains F1-C traffic and other information unrelated to IAB. 

Proposal 3-2: the SRB3 should be supported for F1-C traffic transfer when split SRB2 is not admitted by SN. 
Proposal 3-3: the F1-C traffic transfer path configuration is “(MCG, SCG, both)” if a future-proof way is not agreeable in RAN2; otherwise, RAN2 can discuss such configuration to support potential multi-connectivity in the future. 
Proposal 3-4: RAN2 discuss the following two options:: 
· Option 1: F1-C-over-BAP is selected as long as BH RLC CH for F1-C is configured.
· Option 2: an explicit indication to the IAB-MT to indicate either F1-C-over-BAP or F1-C-over-RRC
· Inter-CU routing 
Proposal 4-1: except 1:1 and N:1 mapping, 1:N mapping for the BAP routing ID rewriting should be supported as well in case that the nodes along one routing path of the second topology cannot serve the packets from one routing path in the first topology.  

Proposal 4-2: except 1:1 and N:1 mapping, 1:N mapping from “ingress BH link + ingress BH RLC CH” to “egress BH link + egress BH RLC ID” by considering BAP routing ID contained in the packet.
Proposal 4-3: the mapping at the boundary IAB node can be performed from “BAP routing ID + ingress BH RLC CH + prior-hop link” to “BAP routing ID + egress BH RLC CH + next-hop link”.
Proposal 4-4: the packet needing BAP header rewriting can be identified by configuring BAP routing ID + ingress BH RLC CH + prior-hop link.
· CHO

Proposal 5-1: RAN2 study the CHO for the top-level migrated IAB node first. The migration of descendant IAB nodes/UEs can be further discussed after RAN3 concludes the inter-CU migration. 
Proposal 5-2: RAN2 agrees to CHO when the single connected IAB node has received RLF detection indication from its only parent IAB node, of which configuration is up to the network.

Proposal 5-3: RAN2 agree that single connected IAB node receives type 2 RLF indication should execute CHO only to the candidate cell of which channel quality is better than preconfigured threshold value.
· Other RLF related issue
Proposal 6-1: RAN2 agree that IAB node deactivate iab-support bit in SIB1 broadcasted from its DU when it receives the type 4 RLF indication from its single parent IAB node. 
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