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1	Introduction
In this contribution, we discuss the remaining open topics for CPAC based on the agreement of RAN2 #114 meeting [1] and the email discussion [Post114-e][223][eDCCA] Uu design for CPAC [2].
2	Discussion
2.1	Inter-Node RRC Containers
With respect to inter-node RRC containers, the following has been agreed in RAN2 #114 meeting:1: In order to exchange per-PSCell parameter by reusing existing inter-node RRC message for CPAC, a list of CG-Config associated to each candidate PSCell should be sent from candidate SN to MN.
 
FFS if a list of CG-ConfigInfo from MN to candidate SN is needed. FFS if a list of CG-Config from source SN to MN is needed.


The information elements (IEs) of CG-ConfigInfo that is sent from MN to candidate SN and CG-Config sent by source SN to MN are defined in [3]. The current IEs of CG-ConfigInfo and CG-Config are all defined by target candidate SN and not per candidate PSCell. These IEs are as well used in Rel. 15 PSCell addition and change procedures where the target node is free to select in principle any target PSCell.
Proposal 1: The current IEs: CG-ConfigInfo that is sent from MN to candidate SN and CG-Config sent by source SN to MN, are defined per target candidate SN. As such, a list of CG-ConfigInfo and CG-Config from source SN to MN is not needed.
2.2	Release of CPAC Configurations
In RAN2 #113 [4], the following working assumption has been made for the release of CPAC configurations:11 Working assumption: the configurations of all candidates PSCell configurations for CPA and Inter-SN PSCell change are ‎released upon the successful completion of CPAC, conventional PSCell change or conventional PSCell ‎addition.‎ This can be revisited if critical issues found in a later stage.  


In Rel. 16, the UE releases the configurations of CPC for intra-SN change when the random access to the target PSCell is successfully completed. The same approach can be adopted for CPA and inter-SN CPC procedures in Rel. 17.  We propose to revisit the wording of the working assumption and agree on the following proposal which is more consistent with Rel. 16 baseline behaviour.
Proposal 2: UE releases the CPAC configurations when the random access to the target PSCell is successfully completed.
2.3	CPAC Failure Handling
In intra-SN CPC Rel. 16, the UE stops the evaluation of the CPAC execution conditions upon detecting a failure and reports SCG Failure Information to MN. Upon receiving the information from the UE, the network can send an RRC Reconfiguration to trigger a (non-conditional) PSCell change using Rel. 15 procedures or an immediate execution of a CPAC configuration for an already prepared cell. The latter can be performed by updating the parameters of the CPAC execution condition corresponding to a specific target PSCell such that the condition is fulfilled immediately after receiving the RRC Reconfiguration, e.g., TTT can be set to 0, offset/threshold to some extreme values.
Observation 1: Following Rel. 16 approach, the UE stops the evaluation of the CPAC execution condition upon detecting an SCG failure and reports SCG Failure Information to MN. Upon receiving the information, the network may reconfigure the UE.
The other recovery approach would be more UE-centric where the UE attempts CPAC execution to another target PSCell after detecting an SCG failure (S-RLF or SCG-change failure) which would be very similar to CHO recovery feature defined for PCell in Rel. 16. This would reduce the recovery time and signalling overhead as the UE does not have to wait for an RRC Reconfiguration to be received from the network.
Observation 2: UE’s CPAC recovery (similar to CHO recovery feature, defined in Rel-16) reduces the recovery time and signalling overhead as the UE does not have to wait for an RRC Reconfiguration to be received from the network.
As there is no cell selection performed after SCG failure, the UE needs to check if the radio link strength/quality of a given prepared target PSCell that is selected for recovery is sufficient before attempting another CPAC execution. This is necessary to avoid handover failure if the radio link of the target PSCell is not stable. This can be performed for instance by checking if the radio link strength/quality of the given prepared target PSCell (for recovery) exceeds a threshold that is pre-configured by the network.
Observation 3: In UE’s CPAC recovery, the UE needs to check radio link of a given prepared target PSCell that is selected for recovery before attempting the execution of another CPAC configuration.
In addition, in case of SCG failure that is caused by a handover failure, the UE would have already applied a first CPAC configuration which may consist of a delta MCG #1 and SCG #1 parts of radio configuration. Applying another CPAC configuration containing yet another delta MCG #2 and SCG #2 parts of radio configuration may lead to reconfiguration failure as the delta MCG # 2 part may not be aligned with the MCG part after applying the first CPAC configuration. 
In CHO recovery, the UE revert backs to original source PCell configuration when T304 expires before attempting the CHO execution to another cell. This solution may not work for CPAC recovery since reverting back to the original MCG and source SCG configuration may lead to a mismatch between the MCG configuration at MN (which is now  original MCG config before T304 expiry + delta MCG#1 after executing the first CPAC attempt) and the reverted MCG configuration at the UE (which is original MCG config before T304 expiry).  Mechanisms may need to be defined to address this issue. 
Observation 4: Mechanisms may be needed to deal with de-sync on the MCG configuration between the MN and the UE when the UE reverts back to the original MCG and SCG configuration before attempting CPAC recovery.
Proposal 3: RAN2 to discuss on the need for supporting UE’s CPAC recovery mechanisms in Rel. 17. FFS if the UE still needs to send SCG Failure Information in such scenario.
As any UE CPAC recovery mechanism would be an optional feature (like CHO recovery), a UE not supporting this feature (or the feature is not enabled for the UE by the network) should follow Rel. 16 failure handling mechanism and send the SCG Failure Information.
Proposal 4: In case the UE does not support CPAC recovery mechanism (or the feature is not enabled for the UE by the network), the UE stops the evaluation of the CPAC conditional reconfiguration upon detecting an SCG failure and reports SCG Failure Information to MN (as performed in Rel. 16).
2.4	SCG Failure Information
In Rel-16 it was decided that the UE reports Failure Information towards the MN when CPC procedure fails, as per the following agreement:
	The content of FailureReportSCG for CPC procedure failure should include failureType, measResultFreqList and measuResultSCG-Failure. These parameters are set according to the exiting SCGFailureInformation procedure. (same as legacy)



However, quite many companies have found such approach (i.e. to reuse the legacy operation without any CPC-specific modifications) suboptimal and agreed to follow such path mainly due to the lack of time to specify more advanced mechanisms. Thus, in Rel-17 we suggest to re-open the topic and thoroughly consider what kind of CPC/CPA specific aspects can be reported in such Failure Information towards the MN. 
In RAN2#113 (January 2021) the following for Rel-17 was agreed:
	12	SCGFailureInformation procedure can be taken as the baseline for CPAC failure ‎handling in Rel-17 ‎scenarios.‎ 
FFS on the exact content of the message. 
FFS if time allows on further ‎enhancements to CPAC failure handling‎



Please note that current framework allows to provide only the raw measurement results and indicate the legacy failure type (e.g. T310 expiry). As the reporting occurs towards the MN and MCG may not be aware of the CPC configuration (when CPC is configured without MN’s involvement), it would be desirable to provide more details in such report.
Proposal 5: RAN2 is asked to discuss what other SCG Failure Information components to specify for CPC and CPA. 
What additional parameters/IEs could be considered? For example, when SRB3 is used in case of intra-SN CPC (and the MN could have been not aware of CPC), the SCG Failure Indication may include an information that CPC was pending/has been prepared. It can also contain the list of measurements, especially for those cells for which the UE has been prepared with CPC (i.e. candidate PSCells). That shall help the MN to choose the right cell to execute subsequent recovery actions. Eventually, SCG Failure Information can also comprise the execution condition per each of those cells, so that MCG can become aware which cell could be the most suitable candidate for subsequent reconfiguration.
Proposal 6: SCG Failure Information for CPC should comprise the indication that CPC was prepared or executed. In addition, it can contain the execution conditions per each CPC candidate and associated measurements.
In Annex B of our Rel-16 paper [5] we have even shown how such changes can be introduced into the SCG Failure Information ASN.1 structure.
Proposal 7: If Proposal 6 is acceptable, RAN2 is asked to consider the RRC changes suggested in Annex B of [5] for the corresponding Stage-3 work.
2.5	Co-existence of CHO and CPC
The summary of the email discussion [6] proposes to discuss the inter-working of CHO and CPC in later stage when time allows and identified two relevant scenarios 1 and 2.Proposal 9 	Baseline is that CHO and CPAC can be supported simultaneously. Details can be discussed in a later stage when time allows.
Proposal 10 	The following scenarios can be considered for simultaneous CHO and CAPC, and the 1st scenario is with higher priority
· Scenario 1: the CHO and CPAC configuration are independent and the UE monitors the triggering conditions for the CHO and CPAC independently.
· Scenario 2: A CHO configuration that contains an associated CPAC configuration.

As the support of Scenario 2 may require much more time than Scenario 1, we propose to prioritize Scenario 1 in Rel. 17 and to support Scenario 2 in Rel. 18, if further developments on this topic are pursued in the next 3GPP Release.
Proposal 8: RAN2 to prioritize Scenario 1 (the CHO and CPAC configuration are independent and the UE monitors the triggering conditions for the CHO and CPAC independently) if time allows in Rel. 17 and to support Scenario 2 (A CHO configuration that contains an associated CPAC configuration) in the next 3GPP Release, if the work continues.
For scenario 1, the UE is configured with both CHO and CPAC configurations and independently evaluates their corresponding execution conditions. As CHO relates to PCell mobility, which is more critical than PSCell change, ensuring on time execution of CHO is relevant to avoid failures. As such, the network shall not be required to update the pending CHO configurations at the UE when CPAC configuration is executed first, i.e., CPAC execution may alter the reference MCG/SCG configurations which have been used in generating e.g. delta CHO configurations. Modifying CHO configurations causes additional signalling overhead and may lead to failures if the updated CHO configurations do not reach the UE on time.
However, there are many cases where CPAC execution does not require the network to update the pending CHO configurations. These cases are shown in Table 1 and 2 for CPC and CPA, respectively. The tables indicate whether the conditional configuration consists of MCG configuration, SCG configuration or both and if the configuration is a delta or full, i.e., ‘None’ indicates that no configuration is provided (the same configuration can be assumed).
Table 1: Cases where CPC execution does not require the network to update the pending CHO configurations.
	
	Target CHO Configuration
	Intra-SN CPC
	Inter-SN CPC

	
	MCG
	SCG
	SCG
	MCG
	SCG

	Case 1
	Delta/Full MCG Config #1
	None or 
Full SCG Config #2
	Delta/Full SCG config #3
	Not Applicable

	Case 2
	Delta/Full MCG Config #1
	None or 
Full SCG Config #2
	Not Applicable
	None 

	Delta/Full SCG config #3

	Case 3
	Full MCG Config #1
	None or 
Full SCG Config #2
	Not Applicable
	Delta/Full MCG Config #2
	Delta/Full SCG config #3



NOTE: 
· Case 1 and Case 2: The execution of intra-SN/inter-SN CPC with delta/full SCG config #3 does not have an impact on the CHO configuration having only MCG configuration or only full SCG config #2
· Case 3: The execution of inter-SN CPC with delta/full MCG Config #2 and delta/full SCG config #3 does not have an impact on the CHO configuration having full MCG configuration with/or without full SCG config #2
Table 2: Cases where CPA execution does not require the network to update the pending CHO configurations.
	
	Target CHO Configuration
	CPA

	
	MCG
	SCG
	MCG
	SCG

	Case 1
	Delta/Full MCG Config #1
	None or 
Full SCG Config #2
	None
	Delta/Full SCG config #3



Observation 5: There are many cases where CPAC execution does not require the network to update the pending CHO configurations.
As the UE is not supposed to decode all the conditional reconfigurations to identify whether it can execute the CPAC configuration first or not, the source PCell providing the CHO configurations needs to inform the UE whether the CPAC execution is allowed to be done before CHO or not. 
Proposal 9: The source PCell indicates to the UE whether CPAC configuration can be executed before CHO, i.e., if the corresponding execution condition for CPAC is met first. 
To enable the source PCell to set the indication properly (following the cases in Table 1 and 2), the target MN providing the CHO configuration needs to inform MN whether the prepared CHO configuration contains a delta target MCG/SCG configuration, or only an MCG configuration. By using the information, it should be possible for MN to identify whether the execution of CPAC configuration first would impact the pending the CHO configurations.
Proposal 10: RAN2 to work on the signalling messages enabling the source PCell to set the indication per Proposal 9.
Note that in Table 1 and 2, executing CPAC configuration first is not allowed if the target CHO configuration contains a delta target SCG configuration. However, CHO execution can also survive without the execution of target SCG configuration, i.e., UE can execute only the MCG configuration of CHO. In this case, the network does not need to update the pending CHO configurations if the UE drops autonomously the target SCG configuration at the time of CHO execution. This ensures that the UE does not detect reconfiguration failure if it cannot comply with the target SCG configuration. The UE informs the target MN about the release of the target SCG configuration by using e.g. RRC Reconfiguration Complete message.
Proposal 11: The source PCell may indicate in an RRC Reconfiguration to the UE whether it needs to drop the target SCG configuration from CHO configuration if CPAC is executed first. The UE informs the target MN about the release of the target SCG configuration using RRC Reconfiguration Complete message.
2.6	Handling of RRC Reconfiguration Received During CPAC
In (MR-)DC, the UE continues to receive RRC Reconfiguration messages from the MN while executing CPAC. It has been agreed in Rel.-16 that the UE should finalize the execution of the on-going CPC before processing the RRC Reconfiguration that is received from MN in the meantime. In many cases, the RRC Reconfiguration received from MN may depend on the current SCG configuration before the CPAC is executed, e.g., providing delta configuration over the source SCG configuration, and consequently, the UE may fail to comply with RRC Reconfiguration leading to reconfiguration failure and re-establishment if it is applied after CPAC (i.e. when SCG configuration is changed). For instance, the RRC Reconfiguration can be a configuration to e.g., modify source SCG bearers or trigger inter-SN PSCell change or inter-MN handover with SN change. RAN2 is asked to consider how such unnecessary reconfiguration failures and re-establishment can be avoided. The UE may no longer comply with that configuration due to the change of SCG configuration.

In one option, MN providing the RRC Reconfiguration may indicate to the UE whether it shall discard the RRC Reconfiguration if received during CPAC execution. Herein, the UE may discard the RRC Reconfiguration without having to detect reconfiguration failure and may inform the MN such that it can update its RRC Reconfiguration.
Proposal 12: When providing an RRC Reconfiguration message after CPAC has been configured, MN may indicate to the UE whether it shall discard this RRC Reconfiguration if received during CPAC execution. If discarded, UE informs the MN.
On the other hand, the RRC Reconfiguration received from MN may have a higher priority than the PSCell addition or change. For instance, the UE may receive an RRC reconfiguration to perform a PCell change which is more critical than PSCell addition/change. In this case, the PSCell addition or change would be in vain if performed by the UE as the needs to perform later on a PCell change. As another option, the MN providing the RRC reconfiguration may indicate to the UE to prioritize the execution of RRC Reconfiguration if received during the CPAC execution. Herein, the UE may terminate the PSCell addition/execution, execute the RRC Reconfiguration instead and inform the MN.
Proposal 13: When providing an RRC Reconfiguration message after CPAC has been configured, MN may indicate to the UE whether it shall prioritize this RRC Reconfiguration execution if received during CPAC execution. UE may inform the MN if the on-going PSCell addition and change is terminated.
2.7	Modification of CPAC Configuration
In the last meeting #112, RAN3 has started the work on the CPAC modification and release procedures. From RAN2 perspective, MN is generating the final conditional reconfiguration in CPA and inter-SN CPC, and as such it is sensible that MN updates for an existing CPAC conditional reconfiguration 1) the CPAC execution conditions and the RRC Reconfiguration container of target PSCell.
Proposal 14: MN can update for an existing CPAC conditional reconfiguration 1) the CPAC execution conditions and the RRC Reconfiguration container of target PSCell.
When updating the RRC Reconfiguration #1 of target PSCell X, it may happen that the target SN generates an updated RRC Reconfiguration #2 for target PSCell X and the UE performs the CPAC execution using the outdated RRC Reconfiguration #1 to same target PSCell X before it gets the updated RRC Reconfiguration #2. This issue may have been discussed for CHO before and it was concluded that this can be solved by network implementation where the target SN has to store for some time both RRC Reconfiguration #1 and #2. However, MN is not aware of the target SN implementation and the race issue might happen if the target SN stores only the most recent RRC Reconfiguration #2.
Observation 6: MN is not aware if the target SN can store multiple UE contexts and as such the race issue might happen in case the target SN implementation stores only one UE context.
One approach to avoid the race issue would be to release the existing CPAC configuration (e.g. containing RRC Reconfiguration #1) from the UE before triggering the CPAC modification procedure for providing e.g. new RRC Reconfiguration #2. One problem of this approach is that the UE has to stop the CPAC evaluation upon release of the existing CPAC configuration and re-start the evaluation again only upon reception of new RRC Reconfiguration #2 for the same target PSCell (release and add procedures). Stopping the CPAC evaluation would have an impact on the timing of CPAC configuration execution. For instance, assume that the TTT for the CPAC configuration was running when it is released. The UE has to re-start the CPAC evaluation upon receiving the new CPAC configuration for the target cell.
Observation 7: Avoiding the race issue by releasing the existing CPAC configuration (e.g. containing RRC Reconfiguration #1) from the UE before triggering the CPAC modification procedure for providing e.g. new RRC Reconfiguration #2 has the issue that the UE has to re-start the evaluation of the CPAC execution condition which can have an impact on the timing of CPAC.
An alternative approach to avoid the race issue without re-starting the evaluation of the CPAC execution condition would be to inform the UE not to execute the existing CPAC configuration if the CPAC execution condition is met. In this case, the UE continues with the CPAC evaluation and can execute CPAC when it receives the updated CPAC configuration. If the CPAC execution condition is met while the UE did not receive yet an updated CPAC configuration, the UE can either 1) restart the CPAC execution condition upon receiving the updated CPAC configuration (as currently done with the reception of new CPAC configuration) or 2) execute CPAC immediately, e.g. if the leaving condition of the CPAC execution condition is not met. 
Proposal 15: RAN2 is asked to study how to avoid the race conditions during CPAC modification, yet without restarting the evaluation of the CPAC execution conditions.
3	Conclusion
The observations and proposals made in this document are summarized below:
Proposal 1: The current IEs: CG-ConfigInfo that is sent from MN to candidate SN and CG-Config sent by source SN to MN, are defined per target candidate SN. As such, a list of CG-ConfigInfo and CG-Config from source SN to MN is not needed.
Proposal 2: UE releases the CPAC configurations when the random access to the target PSCell is successfully completed.
Observation 1: Following Rel. 16 approach, the UE stops the evaluation of the CPAC execution condition upon detecting an SCG failure and reports SCG Failure Information to MN. Upon receiving the information, the network may reconfigure the UE.
Observation 2: UE’s CPAC recovery (similar to CHO recovery feature, defined in Rel-16) reduces the recovery time and signalling overhead as the UE does not have to wait for an RRC Reconfiguration to be received from the network.
Observation 3: In UE’s CPAC recovery, the UE needs to check radio link of a given prepared target PSCell that is selected for recovery before attempting the execution of another CPAC configuration.
Observation 4: Mechanisms may be needed to deal with de-sync on the MCG configuration between the MN and the UE when the UE reverts back to the original MCG and SCG configuration before attempting CPAC recovery.
Proposal 3: RAN2 to discuss on the need for supporting UE’s CPAC recovery mechanisms in Rel. 17. FFS if the UE still needs to send SCG Failure Information in such scenario.
Proposal 4: In case the UE does not support CPAC recovery mechanism (or the feature is not enabled for the UE by the network), the UE stops the evaluation of the CPAC conditional reconfiguration upon detecting an SCG failure and reports SCG Failure Information to MN (as performed in Rel. 16).
Proposal 5: RAN2 is asked to discuss what other SCG Failure Information components to specify for CPC and CPA.
Proposal 6: SCG Failure Information for CPC should comprise the indication that CPC was prepared or executed. In addition, it can contain the execution conditions per each CPC candidate and associated measurements.
Proposal 7: If Proposal 6 is acceptable, RAN2 is asked to consider the RRC changes suggested in Annex B of [5] for the corresponding Stage-3 work.
Proposal 8: RAN2 to prioritize Scenario 1 (the CHO and CPAC configuration are independent and the UE monitors the triggering conditions for the CHO and CPAC independently) if time allows in Rel. 17 and to support Scenario 2 (A CHO configuration that contains an associated CPAC configuration) in the next 3GPP Release, if the work continues.
Observation 5: There are many cases where CPAC execution does not require the network to update the pending CHO configurations.
Proposal 9: The source PCell indicates to the UE whether CPAC configuration can be executed before CHO, i.e., if the corresponding execution condition for CPAC is met first. 
Proposal 10: RAN2 to work on the signalling messages enabling the source PCell to set the indication per Proposal 9.
Proposal 11: The source PCell may indicate in an RRC Reconfiguration to the UE whether it needs to drop the target SCG configuration from CHO configuration if CPAC is executed first. The UE informs the target MN about the release of the target SCG configuration using RRC Reconfiguration Complete message.
Proposal 12: When providing an RRC Reconfiguration message after CPAC has been configured, MN may indicate to the UE whether it shall discard this RRC Reconfiguration if received during CPAC execution. If discarded, UE informs the MN.
Proposal 13: When providing an RRC Reconfiguration message after CPAC has been configured, MN may indicate to the UE whether it shall prioritize this RRC Reconfiguration execution if received during CPAC execution. UE may inform the MN if the on-going PSCell addition and change is terminated.
Proposal 14: MN can update for an existing CPAC conditional reconfiguration 1) the CPAC execution conditions and the RRC Reconfiguration container of target PSCell.
Observation 6: MN is not aware if the target SN can store multiple UE contexts and as such the race issue might happen in case the target SN implementation stores only one UE context.
Observation 7: Avoiding the race issue by releasing the existing CPAC configuration (e.g. containing RRC Reconfiguration #1) from the UE before triggering the CPAC modification procedure for providing e.g. new RRC Reconfiguration #2 has the issue that the UE has to re-start the evaluation of the CPAC execution condition which can have an impact on the timing of CPAC.
Proposal 15: RAN2 is asked to study how to avoid the race conditions during CPAC modification, yet without restarting the evaluation of the CPAC execution conditions.
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