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1   Introduction
The following is a major objective of Rel-17 IAB work:

Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

In this tdoc we focus on prioritized topics as identified by the WI Rapporteur in the run-up to the previous meeting:
· Adding timing information in the BAP header

· Adding bearer ID in the BAP header

· Other enhancements as identified in Rapporteur’s list of proposals from R2-2104535 (RAN2#113Bis-e)

We additionally discuss congestion mitigation enhancements which are within RAN2 (i.e. not wholly within RAN3) remit.
2   Adding timing information in the BAP header
How to ensure that PDB is met across multi-hop networks is an open matter and has been identified as a key issue for Rel-17 IAB work by multiple companies. The Rel-16 specs already allow the configuring of PDB of a BH RLC CH per hop, via F1AP. When configured, the IAB node will try and guarantee the one-hop latency according to it. We look at enhancements to this mechanism in Section 4, while in the present Section we focus on sharing the timing information in the BAP header.
We list below various versions of the timing information and how each could in turn assist the BAP routing and bearer mapping function and the MAC scheduler in prioritizing the packets:

1. Validity/expiry of a packet

· This is a fixed piece of information inserted by the Donor

· From this information the node can infer the urgency of scheduling this packet, and whether there is still a need to schedule it in the first place 
· The latter leads to informed packet dropping

· The former – perhaps more useful than the latter – leads to possibility for prioritization and even making a different routing decision (assuming the node has several routes to choose from and a certain degree of autonomy – i.e. local re-routing)
2. Running “time stamp”

· This is a piece of information that gets modified by each node in the path

· Essentially it shows how long a packet has been “in flight”

· This has some benefit as it allows the IAB node to establish “relative” urgency of scheduling one packet over another – but this is a limited benefit given the overhead incurred
3. Recommended/expected per-hop delay budget

· This is a fixed piece of information inserted by the Donor

· From this information the node can infer the urgency of scheduling this packet

· This leads to possibility for prioritization and even making a different routing decision (assuming the node has several routes to choose from and a certain degree of autonomy)

4. Recommended/expected remaining delay budget

· This is a piece of information that gets modified by each node in the path

· Each intermediate node modifies the overall delay by deducting a certain value
Based on the descriptions above, we propose the following:
Proposal 1: RAN2 rules out use of a time stamp that represents the running total of time spent in flight by a packet.

Proposal 2: RAN2 will study changes to BAP protocol to allow other timing information (validity/expiry time of a packet; recommended/expected per-hop delay; recommended/expected remaining delay budget) to be included in headers of packets. 
3   Adding bearer ID in the BAP header
IAB node cannot give more resource to those BH RLC CHs that aggregate more bearers. The scheduler has no knowledge of number of aggregated bearers on a BH channel. Solving this issue would in our view help provide same QoS experience regardless of bearer mapping configuration.

For instance, in order to guarantee fairness, the CU could group the bearers requiring the same treatment to share the routes as much as possible (this may or may not include aggregation onto the same backhaul channel or channels) – this helps ensure the same delay (important if all bearers have the same PDB). When such bearers do not have the same final destination, de-aggregation of bearers may be needed. 

And finally, in case of aggregated bearers, in order to achieve fairness among the individual bearers, adding the DRB ID in the BAP header may be needed. To further support the fairness, DRB QoS information of each DRB aggregated in the BH RLC CH may be also useful since the IAB node scheduler can then be aware of the QoS requirements.

Based on these two use-cases we additionally propose the following:
Proposal 3: RAN2 will study the need for any additional information needed in the BAP header for fairness mechanisms to work (e.g. bearer ID, bearer QoS info).
4   Other enhancements
4.1   Our views on proposals from R2-2104535                                                    
We focus in this sub-section on the proposals from R2-2104535 not covered in the 2 sections above.

UL hop-by-hop flow control

We are not supportive of adding this feature. While the standards workload may appear low (as Rel-16 DL HbH mechanism could be reused up to a point), we do not feel this feature is needed for two reasons:
· UL scheduling already doubles as a workable UL flow control mechanism;

· Adding assistance signaling (see next item on the list) will further enhance the UL scheduling and we prefer this approach as a viable alternative to introducing UL HbH flow control.
Proposal 4: RAN2 will not introduce UL HbH flow control in Rel-17. 

Hop-by-hop assistance signaling 
We support HbH assistance signaling that includes radio conditions from descendent nodes. In Rel-16, the scheduler at an IAB node may not have all the information needed (e.g. link quality across multiple hops) to make appropriate scheduling decisions (e.g. to implement proportional fair scheduling) for different bearers/RLC channels across multiple child-IAB nodes. This is due to the fact that the scheduler does not have the information on links further downstream (e.g. downstream link quality measures). Solving this issue would in our view improve scheduling efficiency and increase fairness, achieving proportional fairness for different bearers/RLC channels across multiple child-IAB nodes.

We therefore propose the following:
Proposal 5: RAN2 will introduce the signaling to support the scheduler at an IAB node in ensuring fairness, by providing assistance information used to adjust scheduling weights.

Proposal 6: The assistance information will include one or more of:
- reporting radio conditions on different routes including channel quality feedback reports and reports of RLF, 
- congestion conditions on different routes,
- buffer status at intermediate nodes, wireline delay at intermediate nodes including any processing delay and radio protocol operation delay (e.g. information indicating when a descendent node will be able to give UL grant to its own descendent node), and 
- Tx/Rx operation switching delay at intermediate nodes.

Proposal 7: RAN2 will study how to deliver the signaling to support the scheduler at an IAB node in ensuring fairness (the assistance information), using the following list as a starting point:
- using one or more MAC Control Elements (CEs), 
- using one or more control RLC CEs, 
- using a BAP layer packet.

The IAB-node is configurable with downstream and upstream number of hops per destination
We believe this would assist e.g. prioritized scheduling and local rerouting. We are supportive of these features.
Proposal 8: IAB-node is configurable with downstream and upstream number of hops per destination.

The IAB-node is configurable with the number of bearers aggregated in the BH RLC channel
We believe this is a useful feature if we decide not to add the bearer ID into the BAP header (see Section 3).
Proposal 9: IAB-node is configurable with the number of bearers aggregated in the BH RLC channel.
The IAB-node to report the RLC latency to the CU-CP
Workload on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced. This is due to the fact that IAB nodes do not have the QoS info of the bearers themselves, while CU has no info of the BH links load. Solving this issue would in our view help achieve similar latency for UEs with same QoS requirement.

It should first be noted that bearers for different UEs (and in some cases even bearers belonging to the same UE) traverse different paths on the DL (and UL); they experience different number of hops, different congestion conditions, different radio conditions, different buffer status at intermediate nodes and so on. The CU currently has no knowledge of many of these "field conditions” when configuring the routing tables at intermediate nodes. 

Additionally, as mentioned already, bearers could be N:1 mapped to backhaul RLC channels (i.e. aggregated), and there is no way of ensuring "special treatment" for a subset within that bundle. On the UL there is more scheduling control, but less ability to avoid congestion as we move closer towards Donor-DU; many issues encountered on the DL such as varying congestion and radio conditions apply to the UL.

As an example, a bearer that needs to traverse more hops to its destination could be routed via a less congested path or via a path with lower reported buffer occupancy at intermediate nodes than another bearer with the same QoS requirements but fewer hops to destination – this is not possible with Rel-16 baseline. As another example, since identical PDB requirements for two bearers can lead to different PDB/per hop, the CU could configure the PDB/hop at intermediate nodes (including an “effective” PDB which takes into account various field conditions mentioned above and anticipates delays) and/or remaining validity for packets of a bearer (beyond which PDB could not be met, e.g. in ms) for all or some of the intermediate nodes – again, this cannot be done using the Rel-16 IAB baseline.

Our view is that this is useful especially if bearer ID is not introduced into the BAP header. 
Proposal 10: RAN2 will study mechanisms for CU to configure the PDB per hop at intermediate nodes which include ways for the CU to modify (e.g. reduce) the value of PDB/hop which it communicates to intermediate nodes (thereby creating an “effective PDB”), based on feedback from intermediate nodes and Donor-DU.

The IAB-node to report load/congestion to the CU-CP
We strongly support this and believe there are RAN2 to discuss enhancements beyond RAN3’s ongoing efforts and cover it in separate sub-section (Section 4.2 below).
RAN2 to specify the buffer size for P-BSR
We are supportive of specifying the buffer size for pre-emptive BSR, and in addition to that, supportive of specifying the triggers for pre-emptive BSR beyond the very basic Rel-16 baseline (where pre-emptive BSR may be triggered if SR or BSR are received from child node, with no additional conditions to help inter-operability and consistent triggering). We cover these issues in our companion tdoc (R2-2105846) and repeat the relevant proposals here, for convenience:
Proposal 11: RAN2 will standardize buffer size calculation for pre-emptive BSR.

Proposal 12: RAN2 will standardize triggering conditions for pre-emptive BSR.
4.2   Congestion-related issues within RAN2 remit                                                    
We now turn our attention to congestion-related issues identified at RAN2#113-e:

· R2 has concluded that there is sufficient interest among companies to address the following two issues:

IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets 
IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion.

· Both IC-1 and CI-7 are related to RAN3. RAN3 seems to also work on this, so to what extent R2 shall work on this is currently not clear. 

Based on the yellow-highlighted observations immediately above, it is clear that, at RAN2#113-e, RAN2 could not essentially agree on whether the two identified issues (IC-1 and IC-7) fall within RAN2 remit and to what extent, as well as whether RAN2 should begin work on IC-1 and IC-7 without triggers from RAN3 (e.g. an LS, or an agreement made by RAN3). 
Below we argue that there is work to be done by RAN2 independently of RAN3.

IC-1: Long-term downstream congestion on a single link cannot be alleviated using existing Rel-16 DL HbH flow control mechanisms, without having to rely on dropping packets

As a reminder, in NR Rel-16 IAB, HbH flow control feedback is limited to single-hop, and includes available or desired buffer size (in absolute terms, rather than relative terms e.g. percentage). Additionally, the flow control feedback can only be reported for a subset of bearers with the same routing ID (basically bearers heading to the same final destination), or for the entire channel (total buffer status of a channel of the link). Moreover, reporting based on polling and threshold-based reporting are both introduced.
In Figure 1, an example IAB network is given. Currently (Rel-16), node B would only receive status of DL buffers at nodes C and D (its direct descendants). However, node E may be experiencing congestion on its link to node G, due to e.g. changing conditions on the links to node G and UEs attaching directly to node E, or due to the outdated info on buffers at node E sent to node C (meaning that node C’s transmission rate towards node E is not optimal). Lack of this information makes it difficult for node B (or the CU, assuming appropriate feedback) to choose between Paths I and II (assuming such choice is possible, through CU configuring multiple paths, and/or local routing) for traffic destined for node G, or to adjust its own transmission rate towards node C appropriately.
We therefore propose that as part of Rel-17 enhancements to congestion mitigation in IAB networks, RAN2 should look at enhancing the flow control feedback from the child node to the parent node by introducing information on the status of the links of the child node to one or more of its own child nodes and/or the DL buffer status of the child nodes. We additionally propose to look at normative solutions for some basic triggering conditions for flow control feedback (currently threshold based, with details left to implementation in Rel-16) in order to guarantee consistency across the networks. While polling is done by a network node (IAB-DU of the parent node), we also see benefit in looking at standardizing some polling triggers, especially if the contents of the flow control feedback messages are enhanced along the lines of our proposals above.

Proposal 13: RAN2 will include following topics in its work on congestion mitigation enhancements for Rel-17 IAB:
- Flow control feedback content
- Triggering conditions for self-reporting
- Triggering conditions for polling
- Additional reporting granularity options
Proposal 14: As enhancements to flow control feedback content, RAN2 will consider reporting to the parent node the status of the links between the child node and one or more of its own child nodes, the information on buffer status of child nodes, and the validity of this information.
Proposal 15: As enhancements to triggering conditions for self-reporting, RAN2 will consider the threshold-based triggering based on buffer status of one or more of the child nodes, reported desired rates of the node or one or more of its child nodes, reported difference between ingress and egress rates of the node or one or more of its child nodes.
Proposal 16: As enhancements to polling, RAN2 will consider polling being triggered by change in transmission rate from the parent node(s) of the parent node, change in number of child nodes and UEs attaching to the node, and the reconfiguration by the CU of the routing table.
Proposal 17: As enhancements to granularity options, RAN2 will consider per bearer ID and per destination address reporting.
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Figure 1

IC-7: CU (not having knowledge of local congestion conditions) cannot update the routing path that is experiencing congestion.
Routing prioritization and local routing is something that was considered with great interest and effort in Rel-16 but did not make the final cut. We believe these topics should be revisited due to additional flexibility they offer and the time already dedicated in Rel-16 to discussing these issues, and – as a result – relative maturity of the concepts. If local decision-making is made possible, a node could decide which of the allowed routes traffic should take based on delay incurred thus far. This delay could be inferred if a bearer came with expiry time on MAC and/or BAP layer, and/or with no. of hops it needs to traverse to destination. Local rerouting is being discussed as part of the topology adaptation discussion (please see our related submission R2-2107179).
In addition to benefits to local decision making, centralized decision making can also benefit from enhanced reporting outlined. As the CU does not know the local status of links and buffers, the reports would have to be shared with the CU, and the CU could then update its bearer mapping and routing decisions. We therefore propose the following:

Proposal 18: RAN2 will study the following:
- Routing prioritization by the CU and by the local node
- Enhanced feedback to the CU to allow better centralized routing and bearer mapping

5   Conclusions

In this submission, centred around key outstanding issues on Fairness, Latency & Congestion, we made the following proposals:
Adding timing information in the BAP header
Proposal 1: RAN2 rules out use of a time stamp that represents the running total of time spent in flight by a packet.

Proposal 2: RAN2 will study changes to BAP protocol to allow other timing information (validity/expiry time of a packet; recommended/expected per-hop delay; recommended/expected remaining delay budget) to be included in headers of packets. 

Adding bearer ID in the BAP header

Proposal 3: RAN2 will study the need for any additional information needed in the BAP header for fairness mechanisms to work (e.g. bearer ID, bearer QoS info).
UL hop-by-hop flow control

Proposal 4: RAN2 will not introduce UL HbH flow control in Rel-17. 

Hop-by-hop assistance signaling 
Proposal 5: RAN2 will introduce the signaling to support the scheduler at an IAB node in ensuring fairness, by providing assistance information used to adjust scheduling weights.

Proposal 6: The assistance information will include one or more of:
- reporting radio conditions on different routes including channel quality feedback reports and reports of RLF, 
- congestion conditions on different routes,
- buffer status at intermediate nodes, wireline delay at intermediate nodes including any processing delay and radio protocol operation delay (e.g. information indicating when a descendent node will be able to give UL grant to its own descendent node), and 
- Tx/Rx operation switching delay at intermediate nodes.

Proposal 7: RAN2 will study how to deliver the signaling to support the scheduler at an IAB node in ensuring fairness (the assistance information), using the following list as a starting point:
- using one or more MAC Control Elements (CEs), 
- using one or more control RLC CEs, 
- using a BAP layer packet.

The IAB-node is configurable with downstream and upstream number of hops per destination
Proposal 8: IAB-node is configurable with downstream and upstream number of hops per destination.

The IAB-node is configurable with the number of bearers aggregated in the BH RLC channel
Proposal 9: IAB-node is configurable with the number of bearers aggregated in the BH RLC channel.
The IAB-node to report the RLC latency to the CU-CP
Proposal 10: RAN2 will study mechanisms for CU to configure the PDB per hop at intermediate nodes which include ways for the CU to modify (e.g. reduce) the value of PDB/hop which it communicates to intermediate nodes (thereby creating an “effective PDB”), based on feedback from intermediate nodes and Donor-DU.

RAN2 to specify the buffer size for P-BSR
Proposal 11: RAN2 will standardize buffer size calculation for pre-emptive BSR.

Proposal 12: RAN2 will standardize triggering conditions for pre-emptive BSR.
Long-term downstream congestion on a single link

Proposal 13: RAN2 will include following topics in its work on congestion mitigation enhancements for Rel-17 IAB:
- Flow control feedback content
- Triggering conditions for self-reporting
- Triggering conditions for polling
- Additional reporting granularity options
Proposal 14: As enhancements to flow control feedback content, RAN2 will consider reporting to the parent node the status of the links between the child node and one or more of its own child nodes, the information on buffer status of child nodes, and the validity of this information.
Proposal 15: As enhancements to triggering conditions for self-reporting, RAN2 will consider the threshold-based triggering based on buffer status of one or more of the child nodes, reported desired rates of the node or one or more of its child nodes, reported difference between ingress and egress rates of the node or one or more of its child nodes.
Proposal 16: As enhancements to polling, RAN2 will consider polling being triggered by change in transmission rate from the parent node(s) of the parent node, change in number of child nodes and UEs attaching to the node, and the reconfiguration by the CU of the routing table.
Proposal 17: As enhancements to granularity options, RAN2 will consider per bearer ID and per destination address reporting.

The IAB-node to report load/congestion to the CU-CP
Proposal 18: RAN2 will study the following:
- Routing prioritization by the CU and by the local node
- Enhanced feedback to the CU to allow better centralized routing and bearer mapping
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